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Abstract: The incorporation of deep learning (DL) and blockchain (BC) technologies in healthcare 
revolutionizes disease diagnoses and improves data security. The tamper-resistant and decentralized nature 
of BC safeguards the integrity and confidentiality of medical records, alleviating the risk of any unauthorized 
access. At the same time, DL techniques leverage intricate patterns within healthcare information to enhance 
the accuracy and speed of disease diagnoses. With this motivation, this article proposes a new BC with a 
golden jackal optimization algorithm enabled DL assisted secure medical data transmission and diagnoses 
(BGJOA-DLSMTD). The objective of the BGJOA-DLSMTD algorithm is to analyze the disease with a high 
detection rate and securely transfer the medical images. The BGJOA-DLSMTD algorithm integrates various 
levels of operations namely encryption, image acquisition, BC, and diagnostic process. Initially, GJOA with a 
homomorphism encryption system is employed for the process of image encryption wherein the optimum 
keys could be produced by the GJOA technique. Also, BC is implemented to store the encrypted imageries. 
Next, the diagnostic method includes Bayesian optimization algorithm (BOA) based hyper parameter tuning, 
deep belief network (DBN)-based classification, and CapsNet-based feature extraction. The empirical 
analysis of the proposed BGJOA-DLSMTD algorithm has been demonstrated by means of standard medical 
images and the outcomes underlined the superior achievement of the BGJOA-DLSMTD algorithm. 

Keywords: Blockchain; Medical Data; Internet of Things; Homomorphic Encryption; Golden Jackal 

Optimization; Hyper parameter Tuning. 

HIGHLIGHTS  
 

• BGJOA-DLSMTD algorithm is to analyze the disease with a high detection rate.  

• GJOA with a homomorphism encryption system is employed. 

• DL techniques leverage intricate patterns within healthcare information to enhance the accuracy. 
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INTRODUCTION 

The IoT has developed conventional medical systems into intelligent systems by permitting constant 
monitoring and remote access to patient information [1]. For instance, the wearable, and numerous IoT-
enabled medical devices have been employed for gathering real-time physiological information from patients 
like blood glucose levels, body temperature, and alternative relevant data [2]. In fact, the IoT will support the 
medical sector with respect to remotely fast diagnosis and efficient medical treatment. However, the IoT 
nodes in an IoT-assisted medical system have been linked around the clock by employing an open 
unprotected public channel constructing the whole network susceptible to eavesdropping, data processing, 
and alternative safety-relevant problems [3]. Particularly, security issue occurs because of incapacitated 
safety concerns in communication protocols. By employing rapid expansion in hacking methods in 
which attacker’s efforts to compromise the reliability, integrity, and accessibility of IoT devices and data [4]. 
Such attacks have not only been conducted under medical network constituents employing malicious or 
malware software however, they will be established in actual IoT devices with targets to temper its 
functionality [5]. Privacy complexity in IoT networks describes compromised sensitive, private data by 
executing active and passive (for example, data poisoning attack) attacks. The active attack targets to get 
access to collect or modify private data [6]. It provides less resource utilization by the contributing devices in 
the network and disturbances in their flow of normal communication, whereas the passive attack comprises 
sniffing important public data contents. 

In order to deal with the above-mentioned issues, BC and DL are incorporated to offer a noticeable 
solution in IoT-assisted medical systems [7]. The main benefits of BC technology in the medical field were 
the subject of this exploration. The various abilities, accelerators, and combined workflows of BC and how 
they may increase healthcare distribution all over the world have been figured out and reviewed [8]. A 
fundamental role in recognizing and preventing misrepresentation in medical analysis, and it will improve 
data efficacy in the medical industry. Concerns concerning data manipulation in the medical sector could be 
alleviated by the system’s establishment of categories of computer storage patterns and preservation of the 
highest potential security [9]. Accessibility to data can be interoperable, dynamic, authenticated, and 
responsible. Various causes why it will be essential for protecting the confidentiality of patients’ medical data. 
Risk mitigation and decentralized data protection have been enhanced by employing BC technology in the 
medical field [10-11]. 

This article proposes a new BC with a golden jackal optimization algorithm enabled DL-assisted secure 
medical data transmission and diagnoses (BGJOA-DLSMTD). The objective of the BGJOA-DLSMTD 
algorithm is to analyze the disease with a high detection rate and securely transfer the medical images. 
Initially, GJOA with a homomorphic encryption system is implemented for the process of image encryption 
where the optimum keys could be produced by the GJOA technique. Also, BC is implemented to store the 
encrypted imageries. Next, the diagnostic method includes Bayesian optimization algorithm (BOA) based 
hyperparameter tuning, deep belief network (DBN)-based classification, and CapsNet-based feature 
extraction. The empirical analysis of the proposed BGJOA-DLSMTD algorithm has been demonstrated by 
means of standard medical images and the outcomes underlined the superior achievement of the BGJOA-
DLSMTD algorithm. 

LITERATURE WORKS 

In an introduced BC-driven privacy-preserving; EHR analysis employing a sine cosine algorithm (SCA) 
with a DL model called the BPEHR-SCADL method. This technique mainly designs an artificial fish swarm 
algorithm (AFSA) with a signcryption method. Moreover, the BPEHR-SCADL method employs BC 
technology. Additionally, the SCA with a deep feedforward-NN (DFFNN) architecture was utilized for 
classification. Likewise, the SCA was implemented to optimally adjust the weight and bias values of the 
DFFNN technique. Neelakandan and coauthors [12] presented an innovative BC with DL supported safe 
medical data transmission and diagnosis (BDL-SMDTD) system. Mainly, moth flame optimizing with elliptic 
curve cryptography (MFO-ECC) method was implemented where ECC’s optimal key is given by employing 
MFO. Moreover, BC was employed to save the encoded imaging. Next, the diagnosis method comprises 
support vector machine (SVM)-enabled classifying, Inception with ResNetv2 and histogram-assisted 
extracting and segmenting process. Rajasekaran and Duraipandian [13] developed BC and DL techniques, 
comprising three stages. Primarily, the Efficient Key-assisted Rivest Shamir Adelman (EKRSA) was 
employed, where keys could be produced by employing circle chaotic map and linear inertia weight-assisted 
honey badger optimizer (CLHBO) system. A radial basis kernel-assisted linear discriminant analysis 
(RBKLDA) technique was also implemented. Lastly, the classification was achieved by optimum parameter-
centered bidirectional-LSTM (OPCBLSTM).  
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Lin and coauthors [14] projected an encrypted K-means cluster-assisted stellar consensus protocol 
(EKMC-SCP) technique. This model implements common client verification dependent upon the elliptic curve 
Menezes–Qu–Vanstone-assisted message authenticating code (ECMQV-MAC) method in a protective 
information storage employing Deltoid curve-assisted Pallier cryptosystem (DC-PC) and key generating 
methods utilizing the Dixon’s algorithm assisted Blum–Goldwasser cryptosystem, (DM-BGC). Lastly, data 
transfer was executed employing EKMC-SCP in the BCN. Kumar and coauthors [15] aimed to permission for 
BC and smart contracts with DL methods. Particularly, PBDL is initially a BC method. Next, the authenticated 
data have been employed to develop an innovative DL method that must combine stacked sparse variational-
AE with self-attention-assisted BLSTM (SSVAE-BiLSTM). Besides, SSVAE encrypts or converts medical 
data into new formats. In [16], an IoMT with a BC-assisted SHS employing encryption with an optimum DL 
(BSHS-EODL) technique was introduced. Primarily, the IoMT devices allow methods of gathering the data, 
image encryption was utilized, and its key generation technique was executed through the dingo optimizer 
algorithm (DOA). Lastly, this approach executes disease analysis including voting extreme learning machine 
(VELM), Bayesian optimization (BO) based parameter tuning, and SqueezeNet. 

Sachidananda Murthy and Prasad [17] examined an innovative technique that integrates BC technology 
with DL methods. The DL technique utilizes advanced-NN models like recurrent and convolutional neural 
networks RNNs and CNNs for analyzing huge information. By leveraging the robustness of DL, this technique 
will be automatedly extracting related factors and patterns from intricate neurological data. In [18] a data 
offloading system dependent upon BC was developed. Notably, a smart contract was developed to confirm 
protective data offloading. Also, the method develops the rate complexity as a Markov Decision method, 
resolved by search-assisted deep reinforcement learning (DRL) method wherein the system mutually regards 
offloading decisions, distributing the radio transmission bandwidth and computational resources, and BC data 
security controls. 

THE PROPOSED METHOD 

In this article, we have presented an innovative BGJOA-DLSMTD model. The objective of the BGJOA-
DLSMTD algorithm is to diagnose the disease with a high detection rate and securely transfer the medical 
images. The BGJOA-DLSMTD algorithm integrates various levels of operations namely encryption, image 
acquisition, BC, and diagnostic process. Figure 1 demonstrates the workflow of BGJOA-DLSMTD 
methodology. 

Image Encryption 

The ciphertext can be functioned directly without decryption by Homomorphic encryption [19]. Context 
encryption function denotesEk1, the decryption function represents Dk2, and plaintext will be described M =
m1, m2, ⋯ ,mn. α and β describe the operation. When the encryption and decryption process fulfill 
Homomorphic encryption properties and after that, the next formula will be accurate. 

α(Ek1(m1), Ek2(m2), ⋯, Ekn(mn))= β(Ek1(m1, m2, ⋯, mn))    (1) 

 

While data 𝑚1, 𝑚2, ⋯ ,𝑚𝑛carries𝛽function without leaking, we will encrypt it as 

(𝐸𝑘1(𝑚1), 𝐸𝑘2(𝑚2),⋯ , 𝐸𝑘𝑛(𝑚𝑛), and execute𝛼 operation for it. The solution must be decoded as 

𝛽𝑚1, 𝑚2, ⋯ ,𝑚𝑛 . The multiplication homomorphism and addition homomorphism will be given below: 
 
                              m1+m2+⋯+mn= Dk(Ek(m1)+Ek(m2)+⋯+Ek(mn)). 

                                             m1⋅m2⋯mn= Dk(Ek(m1)⋅Ek(m2)⋯⋅⋅Ek(mn)) 

 

To optimally generate the keys for encrypting procedure, the GJOA is used. The GJOA appeals to 
motivation from the organic populace behaviors and predatory actions of GJs [20]. It is a new meta-heuristic 
model that uses mathematical models to pretend the hunting behavior of GJ populations, including tracking, 
searching for prey, encircling, and attacking methods by following the prey-iterative search (PIS). Every 
individual within the population signifies an early possible solution. The method repeatedly upgrades such 
population, pretending the behaviors of GJ population till the pack effectively arrests its prey, creating the 
condition of the algorithm’s stopping. Once this condition happens, it specifies no important variation among 
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the preceding and subsequent groups of the populace, indicating the detection of the best solution. This 
technique includes 4 leading processes which are mentioned below. 

 
(1) Population initializes 
Like other meta-heuristic techniques, the GJO algorithm's initial populace is arbitrarily spread over the 

search space. It is definite as: 
 

                                                                    Y0=Ymin+rand(Ymax-Ymin)                (2) 

 

Whereas 𝑌0 signifies the initial population. 𝑌minand𝑌maxdenotes the search space’s lower and upper 

boundaries, correspondingly. 𝑟𝑎𝑛𝑑 represents an arbitrarily generated number within the interval of [0 𝑎𝑛𝑑 1]. 
 

 
 

Figure 1. Workflow of BGJOA-DLSMTD methodology 

The prey initial matrix is specified as: 

Prey=

[
 
 
 
Y1,1 Y1,2 … Y1,d

Y2,1 Y2,1 … Y2,d

⋮ ⋮ ⋮ ⋮
Yn,1 Yn,2 … Yn,d]

 
 
 

       (3) 

Here, 𝑦𝑖,𝑗 denotes the 𝑗𝑡ℎ dimension value for the 𝑖𝑡ℎ prey, 𝑃𝑟𝑒𝑦 signifies the prey matrix,  𝑛 represents 

the prey counts, and 𝑑 is the dimensional. Frome the model’s iterative procedure, every prey fitness value 
can be intended to utilize a correct fitness function. So, all the prey fitness values can be stated as below: 
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FOA=

[
 
 
 
 
f(Y1,1;Y1,2;…;Y1,d)

f(Y2,1;Y2,1;…;Y2,d)

⋮
f(Yn,1;Yn,2;…;Yn,d)]

 
 
 
 

      (4) 

While 𝑓 refers to the fitness function and 𝐹𝑂𝐴 denotes the fitness value matrix. 
 
(2) Searching the prey 
GJs show essential independent prey opinion and following abilities naturally. When the existence of 

prey is confirmed, then the male jackal will take up the leader role and guide the female jackal for searching 
the prey. The procedure is denoted over the mathematical model as below: 

Y1(t)=YM(t)-E⋅|YM(t)-rl⋅Prey(t)|                                                                                 (5) 

Y2(t)=YFM(t)-E⋅|YFM(t)-rl⋅Prey(t)|                                                                      (6) 

Whereas, 𝑃𝑟𝑒𝑦(𝑡) refers to the prey location at the 𝑡𝑡ℎ iteration. 𝑡 denotes the existing iteration count. 

𝑌𝑀(𝑡) and 𝑌𝐹𝑀(𝑡) denote the locations of male and female jackals at the 𝑡𝑡ℎ iteration, correspondingly. 𝑌2(𝑡) 
and 𝑌1(𝑡) epitomize the upgraded locations of the female and male jackal. 𝐸 represents the prey energy 
function evading the GJ is definite as: 

E=E1⋅E0          (7) 

E0=2r-1          (8) 

E1=c1(1-(t/T))          (9) 

Whereas, 𝐸1 embodies the energy decay method of the prey. 𝐸0refers to the prey's initial energy state. 

𝑟 denotes a random number among [0,1]. 𝑐1describes a constant value of 1.5. 𝑇 denotes the highest iteration 
count. 

In Eqs. (5) and (6), 𝑟𝑙 denotes a randomly formed number from the Levy distribution, and is evaluated 
utilizing the below-mentioned formulation: 

rl=0.05LF(y)                                   (10) 

Where 𝐿𝐹 is the function of Levy flight that is defined as: 

LF(y)=0.01×(μ×σ)/(|ν(1/β)                                      (11) 

Whereas 𝜈 and 𝜇 are randomly produced numbers among [0, 1]. 𝛽 = 1.5. 
 
(3) Encircling and hunting the prey 
 
The prey-lessening escape energy keys to a slow encircling and violence through the populace of GJs. 

This procedure is exactly signified as: 

Y1(t)=YM(t)-E⋅|rl⋅YM(t)-Prey(t)|       (12) 

Y2(t)=YFM(t)-E⋅|rl⋅YFM(t)-Prey(t)|       (13) 

(4) Comprehending the prey-model termination 
 
The GJ populace helpfully encircles and attacks the target, which finally results in the effective arrest. 

This method is described as follows: 

Y(t+1)=
Y1(t)+Y2(t)

2
                      (14) 

Whereas 𝑌(𝑡 + 1)depicts the GJ position at the (𝑡 + 1)𝑡ℎ iteration. The parameters 𝑌1(𝑡) and 𝑌2(𝑡) do not 

modify extensively. Also, if 𝑌(𝑡 + 1) and 𝑌(𝑡) do not change considerably, the GJ effectively arrests the prey, 
so the algorithm iteration ends, and then it discovers the optimum solutions. 

BC Technology 

BC technology is used for storing the encrypted images. BC is a unique application model that integrates 
peer‐to‐peer transmission, consensus mechanism, encryption algorithm, decentralized data storage, and 
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alternative techniques for health-related data search technique and also records the storage, which leverages 
BC [21]. Due to the immutability of BC, the BC‐based data storage could not be changed at random. It is 
utilized as evidence to verify the originality and fluidity of the information. The IPFS, EHR, BC, and data users 
are four different classes of entities. The IPFS stores the information generated by the healthcare system 
while safeguarding its search ability, verifiability, and privacy. Through a chain of blocks, a list of records is 
connected together. This can be reliant on the BC that have a decentralized database. Certain transaction 
details are maintained in the blocks and a single entity is defined as sets. BC maintains an improved list of 
records, which can be distributed and immutable. Based on BC technology, the secured asset distribution 
can be obtained among the non-trusted users by the different systems. 

The individual block is formed in the BC network by together chaining the proceedings from genesis 
(initial block) to the present disseminated block. This block including data of the whole event, is transmitted 
to the network. The chain will be designed to not be removed, updated, or changed from user's request 
initiation until the moment the information is received. Once the client disrupts the group’s data handling 
strategies or malicious threat is identified, then it enhances data traceability and performs data forensics in 
the event. The event lasts until the blocks are distributed into the BC, from the moment a request is made, 
and a block consists of a singular event. The demand was made and permission should be granted to explore 
the irregularity as soon as authorized entities want to look into systemic irregularity. The consensus node's 
responsibility is to report and investigate the outcome of this abnormality. This is due to the fact that blocks 
are related to the appealing aspect of BC immutability. 

Diagnosis Process 

Next, the diagnostic method includes BOA-based hyperparameter tuning, DBN-based classification, and 
CapsNet-based feature extraction. 

CapsNet Model 

The study proposes a computer vision (CV) technique using CapsNet for improving the recognition 
procedure’s recognition and overcome the limitations of traditional CNN [22]. Before compressing the result 
into a small vector of highly informative output, Caps Net performs a significant internal computation that has 
a group of neurons. If installed, this model is based on a Mini column where the capsule learns to find different 
visual entities through an inadequate set of deformations and observing conditions. The detection probability 
of capsules will be encoding the factors as output vector length. For instantiation, the factors identified can 
be directed to the parameter. Subsequently, the feature is transferred via the image. The probability has 
remained unchanged (the vector’s length), but the orientation of the vector changes. Hinton represents the 
movement as activities equivariant once the object “moves through the diverse of possible arrivals” from the 
image. At the same time, the detection probability has remained unchanged, which is the type of invariance 
that we can endeavor instead of the type specified by the CNN with max pooling. The non-linear function 
named squashing” was applied in Eq. (15) for keeping the direction and length of the input vector within [0,1] 
to ensure the likelihood of an object or the vector length remains between 0 and 1. 

Rj=
||pj||

2

1+||pj||
2

pj

‖pj‖
        5) 

 
In Eq. (15),𝑝𝑖 denotes the input 𝑅𝑗 indicates the vector output, and capsules 𝑗. The overallcapsuleinput𝑃𝑗 

is a weight sum over “prediction vector,” �̂�𝑗|𝑖. By increasing the 𝑊𝑖𝑗 weight matrix through the capsuleoutput 

𝑜𝑖, this capsule in the prior layer was evaluated 
 

p
j
= ∑ cij

N

i=1

ôj|i 

                                                                      
                                                                       (16) 
 
 

ôj|i=Wijoi                                                                                 (17) 

Here, 𝑐𝑖𝑗 indicates “coupling coefficient” attained in the dynamic routing method, the “coupling 

coefficients” among𝑖𝑡ℎ capsules and capsules layer greater the total to 1 will be defined by softmax which 

represents the primary𝑙𝑜𝑔−𝑏𝑖𝑡𝑠𝑏𝑖𝑗 of the preceding probability of capsule that must be combined to capsule 

𝑗. 
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 cij=
exp(bij)

∑ exp⬚
k (bij)

                           (18) 

Hyperparameter Tuning using BOA 

The BOA is utilized for enhancing the black box function which can be a major advantage within its 
abilities to define the global optimum with some experimental rounds, thereby making it especially suitable 
for the tasks that need various tests like training architecture of SWMM [23]. The BOA model obtains this 
proficiency by making a Gaussian process to determine the distribution probability function to be enhanced. 
Next, exploitation and exploration are balanced by choosing the subsequent experimentation points and 
iteratively processing the global optima. The advantage of BOA technique includes prior parameter data, 
which necessitate their robustness and some iterations. The BOA model is mathematically modelled below: 

P(X|Y)=
P(Y|X)P(X)

P(Y)
           (19) 

In Eq. (19),𝑃(𝑋) denotes the preceding probability of occurrence 𝑋, like the probability of the event of 

𝑋, 𝑃(𝑌) signifies the probability of existence event 𝑌,𝑋, and 𝑌 are two random events; 𝑃(𝑋|𝑌) denotes the 
posterior probability of occurrence 𝑋 provided the arise of event 𝑌, like the conditional probability, and𝑃(𝑌|𝑋) 
indicates the conditional probability of occurrence 𝑌 offered the event of event 𝑋.  

This BOA method is classified into two primary processes: at first, modelling the objective process that 
includes evaluating the variance and mean of function value at each point, usually obtained by Gaussian 
regression process; and next, making an acquisition function that is used to find the succeeding sample point. 
The techniques find novel search points depending on the prior search point to optimize the effectiveness 
and accuracy of the model via Gaussian regression and acquisition function.  

 

𝑓(𝑥) ≈ 𝑁(𝜇(𝑥), 𝜎2(𝑥))                                 (20) 

 

In Eq. (20),μ(x) andσ2(x)describe the mean and the variance and N indicates the Gaussian distribution. 
The posterior probability of FF values at any discrete could be measured by applying Gaussian process 

regression. Then, an acquisition function was made depending on the posterior probability that could detect 
the highest function point as the succeeding search point. The optimal solution could be achieved by iterating 
this process. 

The BOA acquires a fitness function (FF)for the achievement of improved classification effectiveness. 
This can be determined as a positive numeral for signifying the excellent efficacy of the candidate outputs. 
In this study, the decrease in the rate of error of the classification can be measured as the FF and is also 
expressed in Eq. (21). 

 

fitness(xi)=Classifier Error Rate (xi)=
Number of mis classified samples

Over all samples
*100                      (21) 

DBN based Classification 

The DL method has been employed for stacking shallow models and accomplishing robust solutions 
because of improving the depth of the model [24]. The DBNs have been comprised of Restricted Boltzmann 
Machines (RBMs). During the deep networking, instead of employing one layer of RBM, these will be attached 
over one another, named a DBN. The word ‘belief’ in mathematics may be created misperception. Normally, 
a certainty is approximately that one has confidence in, like a divinity, believing astrology, science, and so 
on. But, in DBNs, the word ‘belief’ defines the data that one can have a faulty subjected assumption regards 
the objective sign. A DBN has a category of DL‐based deterministic-NN and elects weights in a smart manner 
following the activation functions. Figure 2 depicts the infrastructure of DBN. 
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Figure 2. Architecture of DBN 

The major inspiration after the DL utilization is to achieve a hierarchical data representation for a specified 
issue like ranking, regression, classification, and clustering. Mainly, a DBN method for the execution of 
DLmodels. Nevertheless, it was complex to create it effort while its improvement. As regards the Bayesian 
network, connects task probabilistic dependency, but, in a NN, there is a neuron correlation. The DBN layers 
are learned as a hierarchical representation and obtained by RBMs stacked over each other. Alternatively, 
an RBM was determined in each level of the DBN according to distinctive features. Generally, an 
unsupervised technique has been employed for training a DBN stage by stage. If the primary RBM has been 
trained, an alternative one will be loaded on top, and also method must be repeated. The gathering of RBMs 
to develop a DBN is similar to collecting AE for training a SAE. Meanwhile, DBNs have generative probabilistic 
methods, developed by making the latent representation in the existing level by taking from the previous 
stage as the input, producing them capable of dynamic data allocations. 

RESULT ANALYSIS AND DISCUSSION 

The performance analysis of the BGJOA-DLSMTD approach occurs using the ISIC dataset [25]. Figure 
3 depicts the sample imageries. 
 

 

Figure 3. Sample Images 

In Table 1, a detailed MSE and PSNR investigation of the BGJOA-DLSMTD method with present 
approaches is made. 
 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4


 KiruthikadeviK.; et al. 9 
 

 
Brazilian Archives of Biology and Technology. Vol.67: e24240214, 2024www.scielo.br/babt 

  Table 1. MSE and PSNR outcomes of the BGJOA-DLSMTD model with other algorithms under distinct images 

Sample 
Images 

BGJOA-DLSMTD BSHS-EODL HOCE-ECC GO-FFO GO-PSO GWO 

MSE PSNR MSE PSNR MSE PSNR MSE PSNR MSE PSNR MSE PSNR 

Image 1 0.05 61.14 0.07 59.56 0.11 57.64 0.13 56.93 0.17 55.80 0.20 55.19 

Image 2 0.04 61.90 0.06 60.57 0.08 58.94 0.12 57.38 0.15 56.31 0.17 55.78 

Image 3 0.06 60.07 0.08 59.21 0.12 57.41 0.15 56.31 0.19 55.39 0.22 54.71 

Image 4 0.09 58.59 0.10 58.04 0.13 56.99 0.16 56.17 0.18 55.48 0.21 54.91 

Image 5 0.06 60.65 0.07 59.62 0.11 57.84 0.13 57.06 0.17 55.96 0.19 55.44 

 
In Figure 4, the comparative MSE outputs of the BGJOA-DLSMTD model are studied. The results denote 

that the GWO, GO-PSO, and GO-FFO models have reached increased MSE values. Moreover, the BSHS-
EODL and HOCE-ECC methods are reported somewhat reduced MSE values. But, the BGJOA-DLSMTD 
method attains maximum achievement with the least MSE of 0.05, 0.04, 0.06, 0.09, and 0.06 in accordance 
with images 1-5, correspondingly. 

 

 
 

Figure 4. MSE outcome of BGJOA-DLSMTD method under distinct images 

In Figure 5, the PSNR outputs of the BGJOA-DLSMTD approach are compared with other ones. These 
experimentation outcomes highlighted that the GWO, GO-PSO, and GO-FFO approaches have decreased 
PSNR values. Simultaneously, the BSHS-EODL and HOCE-ECC techniques have demonstrated moderately 
improved PSNR values.  But the BGJOA-DLSMTD method achieves greater performance with increased 
PSNR of 61.14%, 61.90%, 60.07%, 58.59%, and 60.65% on images 1 to 5. 
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Figure 5. PSNR outcome of the BGJOA-DLSMTD system under distinct images 

A comprehensive correlation coefficient (CC) outcome of the BGJOA-DLSMTD system has been 
compared with present models and illustrated in Table 2 and Figure 6. These accomplished findings 
emphasized that the GWO, GO-PSO, and GO-FFO algorithms provide minimized CC values. Next, the 
BSHS-EODL and HOCE-ECC systems have reported considerably boosted CC values.  Nevertheless, the 
BGJOA-DLSMTD method accomplishes excellent performance with higher CC of 99.53%, 99.73%, 99.30%, 
99.83%, and 99.79%under 1-5imaging, respectively. 

  Table 2. CC outcome of the BGJOA-DLSMTD method with other approaches under distinct images 

Correlation Coefficient (%) 

Sample Images BGJOA-DLSMTD BSHS-EODL HOCE-ECC GO-FFO GO-PSO GWO 

Image 1 99.53 99.42 98.93 98.49 98.16 97.70 

Image 2 99.73 99.63 99.22 98.84 98.53 98.18 

Image 3 99.30 99.21 98.76 98.45 97.98 97.54 

Image 4 99.83 99.72 99.33 99.01 98.65 98.19 

Image 5 99.79 99.68 99.37 99.04 98.54 98.22 
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Figure 6. CC outcome of BGJOA-DLSMTD model under distinct images 

In Table 3, a wide-ranging computation time (CT) and PSNR during attacks analysis of the BGJOA-
DLSMTD method with recent algorithms are examined. 

  Table 3. CT and PSNR during attacks of BGJOA-DLSMTD algorithm with recent systems under distinct images 

CT (s) 

Sample Images BGJOA-DLSMTD BSHS-EODL HOCE-ECC GO-FFO GO-PSO GWO 

Image 1 0.15 0.20 0.50 0.78 0.94 1.29 

Image 2 0.06 0.13 0.31 0.51 0.70 1.05 

Image 3 0.09 0.16 0.48 0.72 0.92 1.07 

Image 4 0.05 0.11 0.45 0.59 0.89 1.03 

Image 5 0.10 0.15 0.41 0.68 1.00 1.31 

PSNR During Attacks (dB) 

Image 1 60.50 59.21 57.08 56.47 55.29 54.66 

Image 2 61.37 60.17 58.34 56.90 56.01 55.48 

Image 3 60.09 58.80 57.01 55.74 54.84 54.38 

Image 4 58.86 57.71 56.44 55.61 54.91 54.44 

Image 5 60.52 59.31 57.43 56.59 55.42 55.09 
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An extensive comparative computational time (CT)outcome of the BGJOA-DLSMTD technique is studied 
and described in Figure 7. These experimentation outcomes indicate that the GWO, GO-PSO, and GO-FFO 
algorithm gains improved CT values. Meanwhile, the BSHS-EODL and HOCE-ECC methods have described 
slightly diminished CT values. However, the BGJOA-DLSMTD system offers maximum performance with 
decreased CT of 0.15s, 0.06s, 0.09s, 0.05s, and 0.10s under images 1-5.  

 

 
Figure 7. CT outcome of the BGJOA-DLSMTD method under distinct images 

 
In Figure 8, the PSNR during attacks result of the BGJOA-DLSMTD method is compared with existing 

ones. These obtained results underscored that the GWO, GO-PSO, and GO-FFO techniques have reduced 
PSNR during attack values. Concurrently, the BSHS-EODL and HOCE-ECC algorithms offer moderately 
higher PSNR during attack values.  But the BGJOA-DLSMTD method attains superior performance with 
boosted PSNR during attacks of 60.50dB, 61.37dB, 60.09dB, 58.86dB, and 60.52dB on images 1-5, 
correspondingly.  
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Figure 8. PSNR during attacks of BGJOA-DLSMTD model under distinct images 

 
The dataset encompasses 318 sample images under seven class labels as demonstrated in Table 4. 

 

                                Table 4. Dataset specification 

Labels Class Image Numbers 

C-0 Angioma 21 

C-1 Nevus 46 

C-2 Lentigo NOS 41 

C-3 Solar Lentigo 68 

C-4 Melanoma 51 

C-5 Seborrheic Keratosis 54 

C-6 BCC 37 

Total Image Counts 318 
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Figure 9. Confusion matrices (a-b) 80:20 and(c-d) 70:30TRAPH/TESPH 

 
 
Figure 9 portrays the confusion matrices given by the BGJOA-DLSMTD methodat80:20 and 70:30 

TRAPH/TESPH. These results indicate the effective recognition with the overall seven classes. 
In Table 5 and Figure 10, the classifier values of the BGJOA-DLSMTD technique at 80:20 

TRAPH/TESPH under distinct classes are given. These results demonstrate that the BGJOA-DLSMTD 
technique properly recognized the samples. Based on 80%TRAPH, the BGJOA-DLSMTD technique offers 
average 𝑎𝑐𝑐𝑢𝑦, 𝑠𝑒𝑛𝑠𝑦, 𝑠𝑝𝑒𝑐𝑦, 𝐹𝑠𝑐𝑜𝑟𝑒, and MCC of 98.99%, 95.72%, 99.41%, 95.91%, and 95.35%, 

respectively.Additionally, with 20%TESPH, the BGJOA-DLSMTD method provides average 𝑎𝑐𝑐𝑢𝑦, 𝑠𝑒𝑛𝑠𝑦, 

𝑠𝑝𝑒𝑐𝑦, 𝐹𝑠𝑐𝑜𝑟𝑒, and MCC of 98.21%, 92.09%, 98.95%, 92.60%, and 91.89%. 

 

       Table 5. Classifier outcomes of BGJOA-DLSMTD method at 80:20TRAPH/TESPH 
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ClassLabels 𝑨𝒄𝒄𝒖𝒚 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝒔𝒄𝒐𝒓𝒆 MCC 

TRAPH (80%) 

C-0 98.82 88.24 99.58 90.91 90.33 

C-1 98.43 94.74 99.07 94.74 93.81 

C-2 98.82 97.06 99.09 95.65 94.98 

C-3 99.61 98.15 100.00 99.07 98.82 

C-4 98.82 95.45 99.52 96.55 95.85 

C-5 98.82 100.00 98.60 96.30 95.69 

C-6 99.61 96.43 100.00 98.18 97.98 

Average 98.99 95.72 99.41 95.91 95.35 

TESPH (20%) 

C-0 100.00 100.00 100.00 100.00 100.00 

C-1 98.44 87.50 100.00 93.33 92.72 

C-2 96.88 71.43 100.00 83.33 83.07 

C-3 100.00 100.00 100.00 100.00 100.00 

C-4 95.31 85.71 96.49 80.00 77.58 

C-5 98.44 100.00 97.96 96.77 95.83 

C-6 98.44 100.00 98.18 94.74 94.00 

Average 98.21 92.09 98.95 92.60 91.89 

 

 
 

Figure 10. Average of the BGJOA-DLSMTD technique on 80:20 TRAPH/TESPH 

Detailed classifier outcomes of the BGJOA-DLSMTD method at 70:30 TRAPH/TESPH and different 
classes are reported in Table 6 and Figure 11. These achieved outputs exhibit that the BGJOA-DLSMTD 
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system correctly identified the samples. According to 70%TRAPH, the BGJOA-DLSMTD algorithm obtains 
average𝑎𝑐𝑐𝑢𝑦, 𝑠𝑒𝑛𝑠𝑦, 𝑠𝑝𝑒𝑐𝑦, 𝐹𝑠𝑐𝑜𝑟𝑒, and MCC of 97.30%, 88.66%, 98.37%, 89.76%, and 88.36%, 

correspondingly. Additionally, with 30% TESPH, the BGJOA-DLSMTD approach gets average 𝑎𝑐𝑐𝑢𝑦, 𝑠𝑒𝑛𝑠𝑦, 

𝑠𝑝𝑒𝑐𝑦, 𝐹𝑠𝑐𝑜𝑟𝑒, and MCC of 96.73%, 83.86%, 98.07%, 84.73%, and 83.87%. 

           Table 6. Classifier outcomes of the BGJOA-DLSMTD system with 70:30 TRAPH/TESPH 

Class Labels 𝑨𝒄𝒄𝒖𝒚 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝒔𝒄𝒐𝒓𝒆 MCC 

TRAPH (70%) 

C-0 97.30 68.75 99.51 78.57 78.07 

C-1 99.10 100.00 98.95 96.97 96.50 
C-2 97.30 89.29 98.45 89.29 87.74 

C-3 95.05 93.33 95.48 88.42 85.47 

C-4 96.85 88.57 98.40 89.86 88.00 
C-5 96.85 92.68 97.79 91.57 89.64 
C-6 98.65 88.00 100.00 93.62 93.10 

Average 97.30 88.66 98.37 89.76 88.36 

TESPH (30%) 
C-0 96.88 40.00 100.00 57.14 62.23 

C-1 96.88 85.71 98.78 88.89 87.15 
C-2 98.96 100.00 98.80 96.30 95.78 
C-3 96.88 91.30 98.63 93.33 91.33 

C-4 96.88 93.75 97.50 90.91 89.08 

C-5 93.75 84.62 95.18 78.57 75.20 
C-6 96.88 91.67 97.62 88.00 86.30 

Average 96.73 83.86 98.07 84.73 83.87 

 

 

Figure 11. Average of the BGJOA-DLSMTD method on 70:30 TRAPH/TESPH 
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Figure 12. Accuracy curve of the BGJOA-DLSMTD method at 80:20 TRAPH/TESPH 

The effectiveness of the BGJOA-DLSMTD approach with 80:20 TRAPH/TESPH is graphically presented 
in Figure 12 in the form of training accuracy (TRAA) and validation accuracy (VALA) curves. This figure 
exhibits useful analysis of the behaviour of the BGJOA-DLSMTD technique over varying epoch counts, 
signifying its learning process and generalization capabilities. Mainly, the figure infers a constant 
improvement in the TRAA and VALA with progress in epochs. It ensures the adaptive nature of the BGJOA-
DLSMTD algorithm in the pattern recognition process under TRA and TES data. The higher trend in VALA 
outlines the capability of the BGJOA-DLSMTD system to adapt to the TRA data and also surpass to provide 
accurate classification on undetected data, pointing out the robust generalization abilities. 

Figure 13 displays a wide-ranging representation of the training (TRLA) and validation (VALL) loss results 
of the BGJOA-DLSMTD model on 80:20 TRAPH/TESPH. The progressive result lessens in TRLA highlights 
the BGJOA-DLSMTD method enhancing the weights and minimizing the classification error on the TRA and 
TES data. The figure indicates a perfect understanding of the BGJOA-DLSMTD method relevant to the TRA 
data, highlighting its proficiency in capturing patterns. Significantly, the BGJOA-DLSMTD model incessantly 
improves its parameters in decreasing the variances among the prediction and real TRA class labels. 

 

 

Figure 13. Loss curve of the BGJOA-DLSMTD technique on 80:20 TRAPH/TESPH 
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The classification results of the BGJOA-DLSMTD approach are compared with recent models in Table 
7 [16].  In Figure 14, a relative result analysis of the BGJOA-DLSMTD technique is made in terms of 𝑎𝑐𝑐𝑢𝑦. 

Based on 𝑎𝑐𝑐𝑢𝑦, the BGJOA-DLSMTD technique gains increased 𝑎𝑐𝑐𝑢𝑦 of 98.99% while the BSHS-EODL, 

DBN, YOLO-GC, ResNet, VGG19, and CDNN algorithms obtained reduced𝑎𝑐𝑐𝑢𝑦 of 98.51%, 94.15%, 

94.24%, 96.19%, 91.19%, and 95.29%, respectively. 

         Table 7. Comparative outcomes of the BGJOA-DLSMTD system with other algorithms 

Methods 𝑨𝒄𝒄𝒖𝒚 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 

BGJOA-DLSMTD 98.99 95.72 99.41 

BSHS-EODL 98.51 92.98 99.11 

DBN 94.15 91.40 90.98 

YOLO-GC 94.24 89.30 90.77 

ResNet 96.19 90.44 91.03 

VGG-19 91.19 90.20 93.73 

CDNN 95.29 91.19 92.77 

 

 

Figure 14. Accuracy result of the BGJOA-DLSMTD model with other methods 

 

Figure 15. Sensitivity and Specificity result of BGJOA-DLSMTD technique with recent systems 
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An extensive comparative outcomes of the BGJOA-DLSMTD method has been achieved with respect 
to𝑠𝑒𝑛𝑠𝑦 and 𝑠𝑝𝑒𝑐𝑦 as described in Figure 15. According to𝑠𝑒𝑛𝑠𝑦, the BGJOA-DLSMTD method provides 

higher 𝑠𝑒𝑛𝑠𝑦 of 95.72% however, the BSHS-EODL, DBN, YOLO-GC, ResNet, VGG19 and CDNN algorithms 

acquires minimized 𝑠𝑒𝑛𝑠𝑦 of 92.98%, 91.40%, 89.30%, 90.44%, 90.20%, and 91.19%.Similarly, based 

on𝑠𝑝𝑒𝑐𝑦, the BGJOA-DLSMTD system got boosted 𝑠𝑝𝑒𝑐𝑦 of 99.41% whereas the BSHS-EODL, DBN, YOLO-

GC, ResNet, VGG19 and CDNN techniques gained diminished 𝑠𝑝𝑒𝑐𝑦 of 99.11%, 90.98%, 90.77%, 91.03%, 

93.73%, and 92.77%. These experimentation outcomes confirmed the enhanced performance of the BGJOA-
DLSMTD method in the healthcare environment. 

CONCLUSION 

In this article, we have presented an innovative BGJOA-DLSMTD methodology. The objective of the 
BGJOA-DLSMTD algorithm is to diagnose the disease with a high detection rate and securely transfer the 
medical images. The BGJOA-DLSMTD algorithm integrates various levels of operations namely encryption, 
image acquisition, BC, and diagnostic process. Initially, GJOA with homomorphic encryption system is 
employed for the process of image encryption where the optimum keys are produced by the GJOA technique. 
In addition, BC technology is implemented for storing the encrypted images. Next, the diagnostic method 
includes BOA-based tuning, DBN-based classification, and CapsNet-based feature extraction. The empirical 
analysis of the proposed BGJOA-DLSMTD algorithm has been demonstrated employing standard medical 
images and the outcomes underlined the superior achievement of the BGJOA-DLSMTD algorithm. 
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