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ABSTRACT 

The aim of this study was to improve the accuracy of pig behavior identification and 
classification using a feature extraction method. Pig activity was measured with a triaxial 
accelerometer, capturing acceleration data in the X, Y, and Z directions. Statistical 
features, including the mean, median, maximum, minimum, first quartile, and third 
quartile for each axis, were extracted to form a 21-dimensional dataset. ReliefF and 
random forest algorithms were used to analyze and rank the significance of each feature 
for behavior identification and classification. Features with minimal impact were 
removed, reducing the dataset from 21 to 9 dimensions. The results showed that when 
using the ReliefF-reduced dataset, the major mean accuracy for identifying and 
classifying behaviors of Pigs A, B, and C was 80.9%, 81.7%, and 82.0%, respectively. 
Similarly, when using the random forest-reduced dataset, the major mean accuracy was 
86.4%, 85.3%, and 87.2%, respectively. Thus, the random forest algorithm demonstrated 
superior performance in feature extraction and dimensionality reduction for classifying 
pig behavior in this study. 

 
 
INTRODUCTION 

The breeding industry has undergone rapid 
development in recent years, leading to a shift from small-
scale, free-range, and manpower-based breeding methods to 
intelligent, intensive, and precise breeding modes (He et al., 
2016). Behavior is one of the most commonly used and 
sensitive indicators of livestock’s physical, physiological, and 
health status, as well as their reactions to environmental 
changes. Acquiring reliable information on animal behavior 
is crucial for decision-making on livestock farms and 
improving animal welfare (Larsen et al., 2019). However, 
identifying and monitoring livestock behavior in traditional 
breeding industries is challenging. This task is especially 
difficult on large-scale farms. While existing technologies can 
monitor and manage the livestock breeding environment to a 
certain extent, research on monitoring individual growth, 
health status, and physiological indicators of livestock is 
lacking. Additionally, determining abnormal livestock 
behavior primarily relies on the intuition and experience of 
breeders. This approach is time-consuming and inefficient, 

and it may fail to account for the behavior of each individual 
animal in a timely manner. Human factors often lead to 
livestock disease and even death (Tran & Duong, 2023). 

Traditionally, identifying and monitoring livestock 
behavior mainly relied on manual tracking and one-to-one 
monitoring of individual animals. However, this method is 
inadequate for the needs of modern large-scale farms. Simple 
manual monitoring cannot meet the actual demands of these 
farms, where efficiency and the ability to monitor numerous 
animals simultaneously are crucial (Jin & Wang, 2021). 

Lying, standing, walking, and exploring are the most 
important daily behaviors of pigs. In-depth data mining and 
accurate analysis of these behaviors can provide valuable data 
support and objective indicators for feed selection, early 
warning of disease, environmental regulation, and 
management decisions on pig farms (Barwick et al., 2018; 
Larsen et al., 2019). Accurate classification and identification 
of pig behaviors using machine learning algorithms are 
crucial for ensuring healthy pig growth, improving welfare, 
and enhancing the economic benefits of pig farms. 
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This study had three aims: to determine the 
effectiveness of using a triaxial accelerometer for the 
identification and classification of pig behavior, to assess the 
value of feature extraction and dimensionality reduction in 
training an artificial neural network (ANN), and to compare 
the utility of the ReliefF algorithm with that of the random 
forest algorithm for the identification and classification of   
pig behavior. 
 
MATERIAL AND METHODS 

Data source 

The experiment was carried out on a pig farm (Figure 
1) in Hohhot, Inner Mongolia, China (40°40'26"N, 
111°21'46"E). Hohhot has a typical Mongolian Plateau 
continental climate, characterized by distinct seasonal 
changes, large annual temperature differences, and significant 
daily temperature variations. The pig farm is a modern, small-
scale teaching and practical facility covering an area of 547 
m2. The building structure consists of internal and external 
suites, with a total of six pig houses used for raising fattening 
pigs, nursing piglets, and sows for farrowing. Each pig house 
is equipped with automatic drinking and feeding equipment. 
In this experiment, data collection was carried out in one of 
the fattening houses. The internal dimensions of the 
experimental pig house were 9.2 m (length) × 9.0 m (width) 
× 3.6 m (height). It featured a semi-slatted floor, and the pig 
pen was enclosed by cement walls and metal railings. 

The experiment was conducted between 10 March and 
17 April, 2019. Considering that pigs’ daily activities mainly 
occur during the day, with occasional foraging at night but 
primarily focused on sleeping and lying down, data collection 
was scheduled from 7:00 to 19:00 each day. Research has 
shown that piglets sleep 60% to 70% of the night, boars 70%, 
and sows 80% to 85% (Pu et al., 2015). In this experiment, 
three pigs at different fattening stages were monitored:   
Pigs A, B, and C with initial weights of 35.8, 62.3, and   
92.4 kg, respectively. 

During the experiment, a scheduled and quantified 
feeding regimen was implemented along with free access to 
drinking water. The pigs were fed twice a day at 08:30 and 
17:00, with the three pigs living in the same pig house 
environment. The pigs’ activities were measured using a 
triaxial accelerometer with a sampling frequency of 20 Hz 
(SW-J4601V; China). This device was powered by 5V 
lithium-ion batteries and controlled by a CC2530F256 
controller and ADXL325 chip. The triaxial accelerometer was 
placed in a waterproof box and tied to the pigs’ backs. This 
positioning was chosen because initial tests showed that it had 
the least impact on the pigs’ natural behavior and minimized 
the risk of the box falling off compared with placement on the 
neck or leg. The installation direction of the triaxial 
accelerometer is shown in Figure 2. 

 

 

FIGURE 1. Internal structure of the experimental pig house 
 

 

FIGURE 2. Direction of the back-mounted triaxial 
accelerometer. The X-axis pointed from the left to right side 
of the pig’s body, the Y-axis pointed from the tail to head of 
the pig, and the Z-axis was perpendicular to the XY plane. 
 

The pig behavior information acquisition system used 
in this study consisted of both hardware and software 
components. The hardware system included an accelerometer 
module, control module, data storage module, and power 
supply module. This setup was placed on the pigs’ backs to 
achieve real-time collection of behavior data. The collected 
data were then wirelessly transmitted to a host computer using 
Zigbee technology for real-time display and storage. The 
computer interface used for this process is shown in Figure 3. 
 

 

FIGURE 3. Software interface display of wireless sensor-
receiving terminal 
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This study focused on four behaviors frequently 
performed by pigs: lying, standing, walking, and exploring. 
These four behaviors reflect the daily life and health status of 
pigs, providing useful information regarding abnormal 
behavior, early disease diagnosis, and environmental control 
on pig farms. Table 1 presents the definitions and 
characteristics of these four behaviors. To ensure accuracy in 

data labeling, a camera was mounted on the upper part of the 
pig house to record the entire data collection process. The 
camera was synchronized with the computer time before data 
collection began to ensure the accuracy of adding data labels 
in the later period. To minimize stress caused by human 
contact, data collection commenced after the pigs had worn 
the accelerometer for 3 days.

 
TABLE 1. Pig behavior ethogram. 

Behavior Definition and description 
Lying Lying with either the shoulder in direct contact with the ground or the sternum and breast touching ground. 

Standing 
All four feet are touching the ground, supporting the body without movement. This includes activities such as
drinking and excreting. 

Walking 
Slow, rhythmic, symmetrical behavior with the body supported at any moment by alternating steps of two of 
the four legs. 

Exploring 
Standing or walking through the pen, engaging in behaviors such as sniffing, rooting, sucking, nibbling, 
chewing, or scratching parts of the pen above floor level with the nose. 

 
Data pre-processing 

Data processing was conducted using both R (The R 
Core Team, 2022) and MATLAB (1984). Modelling and 
statistical analysis were performed in R. Missing values were 
removed from the time series of accelerometer data. The  
data were then standardized to the range of [−1, 1] to    
meet the application requirements of subsequent machine 
learning algorithms. 

Pig behavior feature extraction 

Feature extraction involves creating a new dataset by 
adding feature parameters to the original data. This process 
aims to extract the parameter set that best reflects the essential 
differences between categories from the obtained behavioral 
information, and then use this subset to construct an improved 
identification and classification model (Jia et al., 2022). In 
this study, the mean, median, minimum, maximum, first 
quartile, and third quartile values were extracted from the 
acceleration data in the X, Y, and Z directions of the collected 
pig behavior signals. This resulted in a new dataset containing 
21 features, enhancing the effectiveness of behavior 
identification and classification. 

The mean is the average of the number of samples in 
the corresponding window and is used to reflect the central 
trend or central position of the data distribution. The median 
is the middle value in a data sequence, representing a sample, 
population, or probability distribution. The maximum peak 
Xmax is the largest number in a dataset, while the minimum 
peak Xmin is the smallest, describing the degree of data 
dispersion. The first quartile (1stQu) is the value at the 25th 
percentile of all values in a dataset when placed in descending 
order. The third quartile (3rdQu) is the value at the 75th 
percentile of all values in the dataset when placed         
in descending order. These serve as important      
statistical characteristics representing the central trend in 
descriptive statistics. 

Feature importance evaluation and feature extraction 

In machine learning problems, high-dimensional 
features can lead to prolonged classification processes 
(Abdulhammed et al., 2019). The initial feature extraction 
often results in a high-dimensional dataset, which usually 

contains numerous features with little or redundant 
correlation to the classification task. This not only increases 
the computational complexity of the algorithm but can also 
cause a “dimensional disaster,” adversely affecting the 
identification and classification outcomes. To improve the 
identification and classification effect, it is helpful to analyze 
the importance of different features, remove noise features 
with little correlation to the classification, reduce the 
dimensions of the dataset, retain key distinguishing features, 
and reduce the complexity of the machine learning models. 

The ReliefF algorithm is highly efficient and adaptable 
to different data types, including discrete and continuous data. 
It excels in handling multi-class problems by selecting the 
nearest neighbor samples from each category, thereby 
achieving more effective feature exaction (Aggarwal et al., 
2023; Wang et al., 2016). The random forest model is widely 
used as a predictive function and has proven useful in various 
applications. The random forest algorithm evaluates the 
importance of all features by measuring the contribution of 
each feature in the dataset to the model. The average 
contribution of each feature is then determined (Janitza et al., 
2013; Zhang et al., 2016). In this study, we employed both the 
ReliefF and random forest algorithms to evaluate the 
importance of features in the pig behavior data. 

Feature importance assessment based on ReliefF 

ReliefF is an extension of the Relief algorithm, 
addressing its limitation of only handling binary classification 
problems (Jiang et al., 2015). For multi-classification 
problems, the ReliefF algorithm operates by randomly 
selecting a sample R from the training set, then finding the k 
nearest neighbor samples from the same class as R and 
another k neighbor from a different class. The algorithm then 
updates the corresponding feature weights based on those 
neighbors. Weighted ReliefF feature selection is achieved by 
assigning different weights to each feature, measuring their 
impact on the identification and classification results. 
Features with a greater impact are assigned larger weights, 
while those with a lesser impact are assigned smaller weights. 

If  1 2, ,...,
T

NX x x x  is the original N dimensional 
feature vector, M features are selected in turn according to 
their weight sizes to form a new feature vector, where M<N. 



Min Jin, Bowen Yang, Fang Liu, et al.
 

 
Engenharia Agrícola, Jaboticabal, v.44, e20230184, 2024 

This process is the feature selection process of ReliefF. The 
operation flow of the ReliefF weighted feature selection 
algorithm in the present study was as follows. 

First, the initial value of the eigenweight vector W was 
set to zero. Each sample in the training set was randomly 
iterated over 10 times ( 1:i m ), where m was less than or 

equal to the number of samples in the set. An arbitrary sample 
Ti was then selected from the training set. The k nearest 
neighbor samples Hj were found in the same class as the 
sample, and the k nearest neighbor samples Mj were found in 
different classes. The weight of each feature ( 1:A n ) in 
the feature vector was updated using [eq. (1)]

   
   

     1 1
, , , ,

1i

k k

i j i jj c class T j
I

p c
diff A T H diff A T M c

p class T
W A W A

m k

  

 
          



  
                     (1) 

 

If a particular dimension of feature A was beneficial for classification, it was made closer to similar samples, and the 
distance  , ,i jdiff A T H  from different kinds of samples was maximized. Consequently, the obtained weight W(A) gradually 
increased. P(c) refers to the proportion of Class c samples in the total sample size, as shown in [eq. (2)]: 

𝑃(𝑐) =
ே௨௠௕௘௥ ௢௙ ௖௟௔௦௦ ௖ ௧௔௥௚௘௧ ௦௔௠௣௟௘௦

்ℎ௘ ௧௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௦௔௠௣௟௘௦ ௜௡ ௦௘௧ ஽
                                                              (2) 

 
After the above steps, the final output of the ReliefF algorithm was the feature weight vector w after superposition. The 

Euclidean distance between the two samples, denoted as  , 1,diff Feature Instance Instance , was used to measure the degree 
of difference between them. The expression for this distance is shown in [eq (3)]: 

𝑑𝑖𝑓𝑓(𝐴, 𝐼ଵ, 𝐼ଶ) = ൜
0, 𝑣𝑎𝑙𝑢𝑒(𝐴, 𝐼ଵ) = 𝑣𝑎𝑙𝑢𝑒(𝐴, 𝐼ଶ)

1,  𝑜𝑡ℎ𝑒𝑟𝑠
                                                       (3) 

Where 1 2,I I   represent two samples and 
 1,value A I  is the value of the Ath feature of 1I . Parameter 

m is the number of samples randomly selected (i.e., the 
number of iterations), with the maximum equal to the total 
number of samples in the dataset. Parameter k is the number 
of nearest neighbor samples selected, with the upper limit set 
by the number of samples of each class. To remove features 
that have little impact on the classification result and to reduce 
the complexity of the dataset, each obtained feature and its 

corresponding correlation weight were arranged in 
descending order. The new dataset was then composed of 
features whose weights were higher than the set threshold. 

The ReliefF weighted feature selection algorithm was 
used to randomly sample the datasets of three experimental 
pigs in this study (sampling times = 100, number of adjacent 
samples = 5), and 21 features were evaluated. Using the 
dataset of Pig A as an example, the feature evaluation results 
are shown in Figure 4.

 

 
FIGURE 4. Weight of each feature’s classification ability calculated by the ReliefF algorithm 
 

As shown in Figure 4, 21 features in the Pig A dataset (X, Y, Z, X.Min, X.1stQu., X.Median, X.Mean, X.3rdQu., X.Max, 
Y.Min, Y.1stQu., Y.Median, Y.Mean, Y.3rdQu., Y.Max, Z.Min, Z.1stQu., Z.Median, Z.Mean, Z.3rdQu., and Z.Max) were 
assigned serial numbers 1 to 21 from left to right, and the classification ability and contribution of each feature were ranked. The 
results are shown in Table 2. Order 1 indicates the sequence before feature selection, and Order 2 indicates the sequence after 
feature selection. 
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TABLE 2. Sequence of characteristics before and after ReliefF feature evaluation 

Order 1 1 2 3 4 5 6 7 8 9 10 11 12 

Order 2 4 16 12 18 5 19 2 11 6 7 8 9 

Order 1 13 14 15 16 17 18 19 20 21    

Order 2 12 1 15 3 10 17 20 21 14    

 
Figure 4 and Table 2 demonstrate that Feature 14 had 

the largest weight and was significantly higher than the 
others, indicating that this feature had a stronger correlation 
with the behavioral categories of pigs in this study and was 
more conducive to classification. To achieve feature 
dimension reduction and simplify the calculation of the 

number of hidden layer nodes in subsequent 
backpropagation (BP) neural networks, the top nine features 
were selected to form a new dataset according to their 
ranking order. The sequence of features obtained after the 
ReliefF algorithm was applied to the datasets of Pigs A, B, 
and C is shown in Table 3. 

 
TABLE 3. Different datasets evaluated before and after ReliefF feature evaluation. 

Order 1 Features 1 2 3 4 5 6 7 8 9 

Order 2 

Pig A  14 7 16 1 5 9 10 11 12 

Pig B 5 10 1 18 3 19 15 14 8 

Pig C 16 5 9 2 20 1 10 13 15 

 
Feature importance assessment based on random forest 
model 

There are two ways to evaluate the importance of 
features in a random forest model. The first method involves 
replacing the corresponding features with a list of random 
numbers and calculating the deviation between the error rates 
of the out-of-bag datasets before and after replacement. The 
second method uses the Gini coefficient as the evaluation 
index. A review of relevant literature showed that the first 
substitution method has better non-bias performance than the 
second Gini coefficient method (Lee et al., 2019). Therefore, 
we used the substitution method to evaluate the importance of 
each feature in the present study. Importance assessment 
plays a crucial role in selecting random forest classification 
features. It can save computational costs, help establish the 
best identification and classification model, and improve the 
sensitivity of the classifier. 

The importance ranking of random forest features was 
implemented by loading the “randomForest” and 
“Importance” packages in R (Genuer et al., 2015). Assuming 
that the initial sample size was N, the bootstrap self-sampling 
method was used to randomly select k samples equal to the 
initial sample size, and the corresponding k classification 
trees were constructed. Samples not selected in the self-
sampling process were included in the out-of-bag data, which 
was used as a test set for feature importance assessment. 

The ranking of feature importance obtained during the 
identification and classification of the behavioral data of pigs 
(taking Pig A as an example) using the random forest 
algorithm is shown in Figure 5. The horizontal axis represents 
the mean decrease accuracy, and the vertical axis lists the 
names of all features used in this study. 

Each feature in Figure 5 is ordered from top to bottom 
based on its contribution to the random forest classification, 
from most to least impactful. In this study, features with 
minimal contribution to the identification and classification 

of pig behavior were eliminated based on their importance 
ranking. The top 9 features that contributed the most to the 
classification among the 21 features were selected to form a 
new dataset. These nine features were Y.Min, X.Min, Z.Min, 
Y.Max, X.Median, Z.Max, X.Max, X.1stQu, and Y.     
This reduction in dimensionality helped save computation 
costs and effectively improve the identification and 
classification performance. 
 

 
FIGURE 5. Feature importance ranking with random forest 
model. 
 

The feature importance ranking obtained after 
application of the random forest algorithm to the datasets of 
pig A, B, and C is shown in Table 4.
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TABLE 4. Feature importance ranking before and after feature evaluation using random forest algorithm for different datasets 

Order 1 Dataset 1 2 3 4 5 6 7 8 9 

Order 2 

Pig A  10 4 16 15 6 21 9 5 2 

Pig B 15 10 18 3 19 1 5 2 8 

Pig C 16 5 2 13 17 9 5 10 1 

 
So far, two datasets containing 9 feature values were 

obtained based on ReliefF weighted feature selection 
algorithm and random forest feature importance ranking. This 
study will compare and analyze the effectiveness and 
advantages of the two feature dimensionality reduction 
methods through machine learning algorithm, and select a 
feature extraction method that is more suitable for this study.  

Pig behavior identification and classification based on BP 
neural network 

A BP neural network is a multi-layer feedforward 
neural network trained using a BP algorithm (Zhang et al., 
2021). Compared with other algorithms, a fully connected 
feedforward neural network, which operates as a general 
function approximator, offers strong learning ability and 
adaptability, low computing cost, and high efficiency (Hou  
et al., 2018). 

Feedforward neural network architecture 

The feedforward neural network used in this study 
consisted of an input layer, two hidden layers, and an output 
layer. Two nine-dimensional datasets, each containing nine 
feature values obtained by the ReliefF weighted feature 
selection algorithm and the random forest algorithm, were 
used as input layers in turn. Two hidden layers were chosen 
because this structure can approximate almost all types of 
nonlinear mappings (Meng & Li, 2020). The number of 

neurons in the hidden layer is very important. If the number 
is too small, it is difficult to describe complex nonlinear 
relationships. Conversely, too many neurons can easily cause 
overfitting of the model and weaken its generalization ability 
(Bennison et al., 2017). Finally, the four nodes in the output 
layer corresponded to the four pig behaviors studied: lying, 
standing, walking, and exploring. 

We optimized the number of nodes in the two hidden 
layers as follows. For the first hidden layer, we tried using 2/3, 
1, and 4/3 times the number of nodes in the input layer. 
Similarly, for the second hidden layer, we tried using 2/3, 1, 
and 4/3 times the number of nodes in the first hidden layer 
(Larsen et al., 2019). The best architecture of the ANN was 
chosen based on the highest accuracy, as shown in Table 5. 

Considering that the activation function also plays a 
very important role in neural networks, the rectified linear 
unit (ReLU) and Softmax functions were used in this study. 
ReLU was used as the activation function in the hidden layers, 
while Softmax was used as the activation function in the 
output layer. The output layer had four nodes corresponding 
to the four pig behavior categories. The Softmax function 
adjusted the values of the four outputs so that they were all 
between 0 and 1 and always summed to 1. Thus, each of the 
four output values could be interpreted as the probability of 
the respective behavior. The final prediction for a given 
observation was the behavior class with the highest 
probability value.

 
TABLE 5. Architecture of the ANN. 

Structural parameters Application value 

Number of input variables 21 

Number of hidden layers 2 

Number of output variables 4 

Number of hidden layer nodes 28, 28 

Learning rate 0.01 

Initial weight −1 to 1 

Activation function ReLu 

Output layer transfer function Softmax 

Momentum factor 0.9 

Maximum number of training steps 120 

 
Model training and model performance evaluation 

Model performance evaluation methods are essential 
in machine learning classification to guide classification 
algorithms and assess classification results. Accuracy is one 
of the most commonly used criteria for evaluating machine 
learning algorithms and model performance. It represents the 
proportion of correctly classified samples among all samples. 
Generally, the higher the accuracy, the better the identification 

and classification performance of the model. In this study, 
accuracy was calculated using [eq. (4)]: 

TP TN
ACC

TN TP FN FP




  
                   (4) 

Where:  

TP indicates true positives, the number of positive 
classes correctly identified as positive;  
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TN indicates true negatives, the number of negative 
classes correctly identified as negative;  

FP indicates false positives, the number of negative 
classes incorrectly identified as positive, and  

FN indicates false negatives, the number of positive 
classes incorrectly identified as negative. 

 
In this study, the main performance metric was the 

major mean accuracy. For each behavior class, the per-class 
accuracy was calculated as the proportion of observed 

instances of that class that were correctly predicted. The 
major mean accuracy was then calculated as the simple mean 
of the four per-class accuracies. 
 
RESULTS AND DISCUSSION 

Based on the BP neural network, the identification and 
classification effects of the dataset obtained by ReliefF 
weighted feature selection and random forest feature 
importance ranking were compared. The results are shown in 
Table 6 and Figures 6 to 8.

 
TABLE 6. Classification results based on two feature extraction methods. 

Category  Feature extraction methods Lying Standing Walking Exploring Major mean accuracy 

Pig A 

ReliefF 91.5% 78.6% 77.8% 75.5% 80.9% 

Random forest 93.4% 89.2% 82.8% 80.3% 86.4% 

None 91.8% 75.9% 68.4% 77.3% 78.4% 

Pig B 

ReliefF 91.4% 80.1% 75.9% 79.4% 81.7% 

Random forest 92.6% 81.6% 86.4% 90.5% 85.3% 

None 90.2% 77.4% 67.2% 73.9% 77.2% 

Pig C 

ReliefF 93.4% 63.9% 87.5% 83.3% 82.0% 

Random forest 96.5% 71.6% 92.6% 88.0% 87.2% 

None 93.9% 72.6% 65.7% 76.1% 77.1% 

 

 

FIGURE 6. Results of pigs’ behavior classification based on ReliefF algorithm. The results of Pigs A, B, and C are shown from 
left to right. L, lying; S, standing; W, walking; E, exploring. 
 

 

FIGURE 7. Results of pigs’ behavior classification based on random forest algorithm. The results of Pigs A, B, and C are shown 
from left to right. L, lying; S, standing; W, walking; E, exploring. 
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FIGURE 8. Results of pigs’ behavior classification without feature selection. The results of Pigs A, B, and C are shown from left 
to right. L, lying; S, standing; W, walking; E, exploring. 
 

As shown in Table 6 and Figures 6 to 8, the major 
mean accuracies for Pigs A to C significantly improved after 
feature extraction using the random forest and ReliefF 
algorithms compared with the identification and classification 
results without feature extraction. However, the overall 
accuracies were higher with the random forest algorithm than 
with the ReliefF algorithm. The major mean accuracy for Pigs 
A, B, and C increased by 5.5%, 3.6%, and 5.2%, respectively, 
with the random forest algorithm. Compared with no feature 
extraction, the major mean accuracy for Pigs A, B, and C 
increased by 8.0%, 8.1%, and 10.1%, respectively. Moreover, 
Figures 6 to 8 show that although different pigs had different 
behavior patterns, lying behavior was still the easiest to 
identify, with the major mean accuracy for lying behavior 
reaching 94.2% for all Pigs A to C. Exploring behavior was 
the second easiest to identify, with a major mean accuracy of 
93.2%. Standing and walking performed relatively poorly, 
with major mean accuracies of 80.8% and 87.3%, 
respectively. This aligns with the findings of Abell et al. 
(2017), who showed that an accelerometer mounted on the 
withers of cattle could correctly classify lying behavior with 
precision, sensitivity, and an F1 score of 95%, 98%, and 96%, 
respectively, and standing behavior with precision, sensitivity, 
and an F1 score of 89%, 86%, and 88%, respectively. One 
reason for the lower predictive accuracies in the present study 
might be that the three behaviors included similar movements. 
For example, grazing without moving was often misclassified 
as standing and vice versa. 

For each experimental pig in this study, lying, standing, 
and walking were easily confused with exploring, while 
exploring was often misidentified as standing and walking. 
These errors may have been related to the motion amplitude 
of the pigs’ range of motion. When the pig was standing but 
its head was slightly sniffing or rubbing against the railing or 
wall, the sensor fixed on the pig’s back made it easy to 
confuse exploring and standing behaviors. 

When the pig’s body remained stationary but its head 
movement was more intense, exploring was easily 
misidentified as walking behavior and vice versa. 
Additionally, lying was often misidentified as standing 
because both behaviors were static in nature and had similar 
patterns. Walking behavior in pigs consists of semi-regular, 
repeated step movements at regular intervals. When walking, 
standing, and exploring behaviors occurred repeatedly, the 
triaxial accelerometer generated acceleration data even when 

the pig was lying or standing because of the accelerometer’s 
volume, weight, and fixed position on the pig’s back (which 
was not a completely horizontal plane). This was due to the 
pig’s breathing and body shaking movements, which 
increased the possibility of misclassifying the pig’s behavior. 
Augustine & Derner (2013) reported similar results. They 
conducted a behavior classification study of cows using a 
decision tree algorithm and found that four actions (feeding, 
walking, standing, and others) could not be classified with 
accuracy because of the existence of similar movements 
within the behaviors. For example, the action of lowering the 
head while walking was misclassified as grazing, and grazing 
while stopping was misclassified as resting. To address this 
issue, future researchers should consider incorporating the 
transition states between different types of behaviors into the 
analysis. Enriching the datasets with more data types may also 
help improve the learning performance of classifiers. Notably, 
a limitation of the present study was the lack of data collection 
for pig behavior at night. More comprehensive data will be 
collected in a subsequent study to enrich the research content 
and results. 
 
CONCLUSIONS 

The pig behavior information collection system based 
on a triaxial accelerometer designed in this study can be 
effectively used for real-time automatic acquisition followed 
by wireless transmission and storage of pig behavior data. 
Such data are useful for behavior identification and 
classification, pig health monitoring, and early disease 
identification. During our data analysis, outliers were 
removed and standardized pretreatment was performed. The 
characteristics of the pigs’ lying, standing, walking, and 
exploring behaviors were obviously different and easy to 
distinguish. Considering that the high dimensionality of the 
pig behavior dataset could lead to dimensional disaster, this 
study adopted a random forest algorithm and ReliefF 
algorithm to rank the importance of features in the pig 
behavior data. This process allowed the selection of the top 
nine features that had the greatest impact on the identification 
and classification results for model training and verification. 
The results showed that the dataset based on feature extraction 
using the random forest algorithm had a better effect on pig 
behavior classification, with the major mean accuracy for lying, 
standing, walking, and exploring in Pigs A, B, and C reaching 
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86.4%, 85.3%, and 87.2%, respectively. Compared with the 
results obtained without feature extraction, the major mean 
accuracy increased by 8.0%, 8.1%, and 10.1%, respectively, 
better meeting the needs of this study. These results can provide 
technical support for further improving the welfare level of pig 
farms and enhancing management decision-making. 
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