Valdir Grassi Junior

vgrassi@usp.br

Jun Okamoto Junior
jokamoto@usp.br

Dept. of Mechatronics and Mechanical Syst. Eng.
Escola Politécnica, University of Sao Paulo

Av. Prof. Mello Moraes, 2231

05508-030 Sao Paulo, SP, Brazil

Valdir Grassi Junior and Jun Okamoto Junior

Development of an Omnidirectional
Vision System

Omnidirectional vision systems can provide imag#h & 360° of field of view. For this
reason, they can be useful to robotic applicatisnsh as navigation, teleoperation and
visual servoing. An effective way to construct thjge of vision system is by combining
lenses and mirrors together resulting on a systeat toes not require the movement of
the camera to the direction of attention of theablA typical construction is by mounting
a convex mirror in front of a camera aligning thenter of the mirror with the optical axis
of the camera. The most common convex mirror shapgesl are conic, parabolic,
hyperbolic and spherical. In this work we presento ttypes of mirror that were
constructed: a spherical mirror, used in the iniitiasts, and a hyperbolic, used for actual
robot tasks. The hyperbolic mirror was manufacturesing an ultra-precision CNC
machine. Additionally, a software was developectreate panoramic and perspective
images from the image acquired by the system. Wik shows the development of an
omnidirectional vision system, presenting the fdation used to determine a suitable
mirror shape, the mechanical solutions used todailfully operational system, and the

results of the developed algorithm.
Keywords: Vision system, hyperbolic mirror, mobile robotgge processing

Introduction

Recently omnidirectional vision systems have béangely used
by the mobile robotic research community. Thergdein such a
vision system arises from the fact that it can mte\an image with
360° of field of view of the environment around ttabot. This
feature can be important in tasks such as navigatltere the robot
must localize itself in the environment (Gaspaalet2000) and act
accordingly to its mission, or in tasks of multbod coordination
where one robot must keep a certain formation ivelato other
robots that can be anywhere around it (Das et0@l1 2and Das et al.
2002).

There are different approaches for obtaining omedational
images at video rate. Yagi (1999) shows a goodeguof different
constructions of omnidirectional vision system ado presents
some applications in robotics for this type of syst

An intuitive way of obtaining an omnidirectional age, but not
at video rate, is to combine multiple images aajliwhile a single
camera rotates around a vertical axis. When theeeompletes a
full turn the images acquired can be processed doemte a
panoramic image. Although this panoramic image hasigh
resolution, this type of omnidirectional systemnist suitable for
dynamic environments and applications. Followings thdea,
multiple cameras can be mounted pointing to diffedirections in
such a way that the images acquired can be assgrdgether to
produce a panoramic image at video rate. This systaild produce
high resolution images at video rate, howevemitginting required
space and complexity, the use of multiple acquisitthannels or
frame grabbers, multiple camera cost and weightdéfieulties to
be faced to embed this type of system in robots.

An omnidirectinal vision system that is able to w@ice video
rate images can be constructed using a single foeedera with
fish-eye-lens. Cao et al. (1986) uses this typemhidirectional
vision system to control a mobile robot. Howevéshfeye-lens is
very costly compared to other types of lenses.Heantore, only the
central region of the acquired images has a gosdlutgon of the
objects in the environment. When the camera is rt@olion the
center of the robot and it is facing up, the cdmizgion of the image
will be showing the ceiling. When the camera isirfgcdown, the
central region of the image will be showing theablbself. In both
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cases the objects around the robot will be showayafrom the
central region of the image, and consequently, thely be
represented at a lower resolution in the image.

Another way to build a vision system that can acgui
omnidirectional images at frame rate is using lersmEmbined with
convex mirrors. This type of vision system can balled
catadioptric omnidirectional vision system. This st&m s
constructed by mounting a camera in front of a eanmirror in
such a way that the camera sees the image reflbgtéide mirror.
This type of system can acquire omnidirectionalgesat frame
rate without any camera or mirror movement. Diffarehapes of
convex mirror can be used to construct an omnitimeal vision
system. Each shape has some particular reflectiapripties
resulting on an omnidirectional vision system ablacquire images
with proprieties that can be useful for mobile rolapplications.
Mirror shapes can be, for example, spherical, gopg&rabolic,
hyperbolic, or specifically designed shapes to eahimages with a
desired propriety (Yagi et al. 1994), (Nayar 199%yoboda et al.
1997), (Chahl and Srinivasan 1997), (Hicks and 8gaj&999),
(Conroy and Moore, 1999).

Some mirror shapes when used with certain typetemses
result in an omnidirectional vision system with iagte center of
projection propriety, also called single effectiiewpoint propriety.
For this type of omnidirectional vision system, tlight rays
responsible for the image formation intersect ie thirror focal
point after reflecting at the mirror surface (Fig. This point is the
center of projection of the mirror. Baker and NagE998) describe
expressions that represent different sets of agpadc
omnidirectional vision system with single center pfojection
propriety. Basically, there are only two feasibleayw of
constructing an omnidirectional vision system wittis property.
One way is using a parabolic mirror with an orttagtic projection
lens camera. The other is using a hyperbolic mivoth a
perspective projection lens camera.

By using the single center of projection propridtjs possible
to create distortion free perspective images froeitnage acquired
by the omnidirectional vision system. These perpeémages are
obtained by mapping the pixels of the omnidireciaomage into a
plane perpendicular to a ray that passes throughctnter of
projection, as can be seen in Fig. 2. The resultimge would be
equivalent to an image acquired by a perspectiveeca with its
focus placed in the center of projection of theiorissystem.
Distortion free panoramic images can be also cdeateen we map
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the pixels of the omnidirectional image onto a mgtical plane
around the vision system, as shown in Fig. 1.

Projection plane
of the camera L
Panoramic image

Perspective image

Figure 1. Creation of perspective and panoramic images by projecting the
acquired image into properly defined projection planes.

Nayar (1997) and Peri et al. (1997) describe anidinectional
vision system implemented with an orthographic gztpn lens
camera and a parabolic mirror. They also describefavare made
to visualize images. This software simulates auslrtperspective
camera placed in the single center of projectiothefcamera. The
user can adjust the view direction, field of viemdamagnification
of this virtual camera. The perspective image shibvbg the
software is computed at frame rate from the origimage acquired
by the implemented omnidirectional vision system.

Svoboda et al. (1997) implemented a catadioptsowi system
with single center of projection using a perspexiojection lens
camera and a hyperbolic mirror. Svoboda et al. 7138so shows
the epipolar curves for this type of system showirgj it is possible
the use the omnidirectional images acquired by ghstem to
compute distances of objects in the environmenedas a stereo
vision system.

Perspective
projection
plane

) Horizontal plane xz
virtual

Perspective camera

camera

Figure 2. Virtual perspective projection camera at the focus of hyperbole.

In this paper we show an omnidirectional vision tegs
developed by the Laboratory of Advanced Perceptainthe
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Department of Mechatronics Engineering of the Esdeblitécnica
of the University of Sdo Paulo. The omnidirectiomedion system
developed was based on the mirror described by @&isocet al.
(1997). In this paper we present the formulatioadut construct
the mirror. Then we show the formulation used &ate panoramic
and perspective images, as well as, we show hovintb the
direction of an object in the environment relatedhe mirror center
using the coordinates of the object in the image.aléo show how
the mirror was manufactured and finally, we shomeaesults and
draw some conclusions.

Nomenclature

a = geometric parameter of the hyperbolic mirror,
dimensionless

b = geometric parameter of the hyperbolic mirror,
dimensionless

D = proportion of the total height of the panoraniicage that
corresponds to the distance from the top of theyierta a
line parallel to the ground that cross the focalmtof the
mirror, dimensionless

e = half of the distance between the focal poirthefcamera
and the focal point of the mirror, m

F = focal point of the camera, m

F' = focal point of the mirror, m

f = focal distance of the camera, m

f, = equivalent in pixels of the distance from thealgooint of
the mirror to the perspective projection plane, dirsionless

Hon= horizontal size of the panoramic image, dimenksiss

h = distance between the focal point of the canaer the top
of the mirror, m

ri = radial distance in pixel of a point in the imagequired by
the omnidirectional vision system, dimensionless

Ioixel= NUMber of pixels of the mirror rim radius in timage,
dimensionless

Iop = radial distance of a point located at the toptioé mirror
surface (mirror rim), m

toixel = Size of each pixel element in the CCD of thearamm

u = horizontal coordinate of a pixel in the imagkmensionless

Vpn = vertical size of the panoramic image, dimenkies

v = vertical coordinate of a pixel in the imagendinsionless

x = radial coordinate of a point in the mirror sade, m

y = height coordinate of a point in the mirror sace, m

Greek Symbols

¢ = elevation angle of direction, deg.
@= vertical angle of view of the vision system, deg
6= azimuthal angle of direction, deg.

Subscripts

p relative to the perspective image

pn relative to the panoramic image

top relative to the point at the mirror surface ba top of the
mirror (mirror rim)

0 relative to the direction that defines the pecspe
projection plane

Hyperbolic Mirror for Omnidirectional Vision System

The hyperbolic mirror was chosen to be implemeitased on
results obtained by Svoboda et al. (1997) wherg firesent some
images acquired by a system with this type of mirfidne images
acquired showed a good distribution of resolutionparticular, the
distribution of resolution is better than the onbktained with
systems that use spherical mirror as presentelefuim the section
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Results. Furthermore, due to the center of praactiropriety it is
possible to obtain distortion free panoramic angpective images.

A hyperbolic mirror can be defined, as presente8vnboda et
al. (1997), in a coordinate frame centered in thlgamfocal point
F’, as shown in Fig. 3, by the following equationndtion of the
mirror parametera andb

2
y= aZEEl+:;2]—\/a2+b2 @

"top

xy)

n

Z
X
®

Projection plane

camera

Figure 3. Hyperbolic mirror and camera geometry.
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pixel in the camera CCDfe). The following expression relatés
in function of these parameters

o @

t pixel (e pixel

The parameterf t,, andrpie depend on the lens and camera
we are using as well as on the image acquired &ysyistem. To
obtain the desired value di we need to choose the mirror
dimension (). Once we have the value lnfwe choose a value for
the relationa/b and then find the value @& andb using Eq. (3).
Then we can find the mirror equation and the maxmnangle of
view using Egs. (1) and (2), respectively. Svobetlaal. (1997)
show some mirror shapes and angle of view for seahees ofa/b.

Omnidirectional | mage Unwar ping

An omnidirectional vision system maps the environtr&ound
it into polar coordinates on the acquired imagepédeling on the
application it is necessary to transform the aagliimage into
another image through properly remapping the pixdis
transformation is called image unwarping and itiseful to obtain
panoramic images or perspective images from theigetiimage.
These types of images are more comprehensiblentamsl Besides,
image processing algorithms designed to work widnsjpective
projection images could be applied if we can obtaémnspective
images from the omnidirectional image.

In this section we describe three methods of omextipnal
image unwarping. The first one is used to obtaimopamic images
through the direct transformation of polar coortsao rectangular
coordinates. The second method is also used tanopsnoramic
images, but differently from the first one, this thwd uses the
mirror equation and the single center of projectimn obtain
panoramic images free of vertical distortions. Hynahe third
method described can be used to obtain perspectiages using

In Fig. 3,h is the distance between the mirror rim and thalfoc the single center of projection propriety. Besideese three

point of the camerae=+a? + b2 represents the eccentricity of the

mirror, ryp is the coordinatex of the top of the mirror, and
Yiop=h—2e is the coordinatey of the top of the mirror. The
maximum angle of viewp of the mirror is given by

T h-2va? +b?
¢7=E+arcta =L -

Ttop

&)

To specify the equation of the mirror is necesdarylefine a
relationship between the parameters a and b. ingerthe
coordinates of the top of the mirratf, Yiop) in Eq. (1), we get the
following equation that relates the paramdtein function of the
relationa/b

©)

In order to design a compact omnidirectional visgystem,

which is a desirable characteristic for a systerbe@mbedded in a
mobile robot, the values of,, andh must be set adequately. We

consider that the image of the mirror rim is a leirand not an
ellipse, i.e., we consider that the vertical andZumtal scale factors

unwarping methods, we show how to retrieve thective of an
object relative to the vision system from the imagerdinate of this
object.

Direct Mapping from Polar Coordinates to Rectangular
Coordinates

A panoramic image can be obtained when an imageiracoby
the catadioptric vision system is mapped from potzordinates to
rectangular coordinates. This can be done wheazimuthal angle
in the original image is mapped into the horizordals of the
panoramic image, and the radial coordinate in tigiral image is
mapped into the vertical axis of the panoramic ieyas shown in
Fig. 4.

The following equations can be used to generateam@ramic

image
- Vpn mpixel co 2n-ﬁupn (5)
Von Hon
Vo, [ 2t
—_pn pixel se pn (6)
Von Hon

are the same. Then the heightan be computed as a function of the

focal distance of the camerf, (the measure in pixels of the mirror

In the Egs. (5) and (6} andv are the coordinates of a pixel in

rim radius {,ie) and the measure in millimeters of the size oheacthe original omnidirectional image that correspéadhe pixel with
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coordinates,, andvy, in the panoramic image. We consider that the
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origin (0, 0) of the coordinate system in the orédiimage is placed 4. The radial coordinate in pixels of the mirramrin the original
at the center of the image, and the origin of therdinate system in image isrpix, and the height and width of the panoramic image a
the panoramic image is placed at the left-top aoaseshown in Fig. defined as/,, andH,.

Image acquired by the
mnidirectional vision system

Image region with

environment information N
v
\

2

R
>

A

ek

VL{: N

Von

v
\
\

Panoramic image resultant of the unwarping process

Figure 4. Example of unwarping process to obtain a panoramic image.

A pixel in the original omnidirectional image caa mapped to unwarping method, we consider the hyperbolic migeometry and
more than one pixel in the panoramic image. Fos teason an the single center of projection to map the pixels.
inverse mapping is done, i.e., for each pixel m planoramic image In Fig. 5,v,, represents the coordinate of a pixel in a colufn o
we find a correspondent pixel in the image acquited the the panoramic image ang, = O for pixels that correspond to the
omnidirectional vision system using the given etumst This mirror rim. The parametet represents the radial distance of a pixel
guarantees that every pixel in the created panecramage will be in the omnidirectional image. The coordinate ¥) represents a
filled. point on the mirror surface. The user defined patemD.V,,
The image unwarping can be done in real-time uaingokup represents the height in the panoramic image measiar pixels
table. This lookup table stores the corresponddreteveen the from the horizontal line that corresponds to theranirim, X = rygp,
pixels in the unwarped image and the pixels inithage acquired until the horizontal line that correspondsyte= 0. The remaining
by the system. Once this correspondence relaticwolisputed by parameters, mirror eccentricity 2gyel, Yiop @Ndriop, are known.
Eqg. (5) and (6), this relation is stored in thekiop table so that this
computation does not need to be done for each imeqdred. e

Image Unwar ping Using the Single Center of Projection. -7

In the omnidirectional image formation process, etefing on
the mirror type used, the environment is mappetiédmage plane
through a non-linear polar mapping. For this reaswon-linear
distortions related to the mirror geometry can bseoved in the
radial direction of the acquired image. In thisegashen the image @ —x—N—— *»s<1A/----------------- —
unwarping method presented on the last sectiopptieal, we can :
expect to see distortions in the vertical directadrthe panoramic
images generated. These distortions can be eliedriathe mirror
equation is used in the unwarping process.

The omnidirectional vision system composed by thygehbolic
mirror and a perspective camera has the singleecentprojection
propriety. The single center of projection is ttoénp where the light
rays that compose the image intersect each othenr rafflected by
the mirror. For practical purposes, it is as if weuld see the

environment in all directions from that single poitUsing this — Projetion plane of the camera cilindric
propriety with the mirror equation, it is possilite get panoramic f / p'?i;fglrfgtglggﬁol::emdic
images by mapping the image pixels into a cylirarfdane around / image

the vision system (Fig. 1), eliminating the distamtintroduced by F

the mirror shape. Figure 5. Mirror and camera geometry used in the image unwarping

Figure 5 shows how the pixels in a radius of thguaed image process.
can be mapped to a column of the panoramic imagethis
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The following expressions can be derived from migmetric
relations observed in Fig. 5

_ XEQD Vpn _Vpn)wm
D an I]top

@)

XD IElpn I]pixel [QZE'F ytop)

(8)
(D =Vn ) X iop + DV (26 By

=

The Eq. (7) represents a line that passes thrduglffiotal point
of the hyperbole and through,. For a given value of,,, we make
Eq. (7) equal to Eq. (1) and find the root of tlidypomium using
the Newton’s numeric method. Then we find ¥healue for which
the line intersects the mirror surface. Replacihiy kX value in
Eq. (8), we get the radial distangeof a pixel in the original image
that corresponds to a pixel in the panoramic imagh vertical
coordinatevpy,.

Similarly to the unwarping method presented in fnevious
section, the panoramic image is created by doingirmerse
mapping of the pixels, i.e., for each pixel in f@oramic image we
search for its correspondent in the image acquinedhe vision
system.

The equations presented so far in this sectiorbeansed to do
the inverse mapping of a column in the panoramigento a radial
line in the original image, as shown in Fig. 4. E(® and (10)
extend this mapping process to the rest of the dinaaiional

Valdir Grassi Junior and Jun Okamoto Junior

2,
u=r; co
H on
2,
V=r;se
H on

This unwarping method can be implemented to obtain
panoramic images in real time using lookup tablés. the
initialization, the iterative numerical method oéwton is used only
once to find the correspondence of each pixel & ghnoramic
image to a pixel in the omnidirectional image acegiby the
system. Then this correspondence between pixeloi®ed in a
lookup table that can be accessed to unwarp insgesl time.

©)

(10)

Omnidirectional Image Unwarping for

Per spective | mages

Generating

Perspective images can be created from the omaiiginal
image acquired by the omnidirectional vision systasing the
single center of projection. In the vision systeomstructed with a
hyperbolic mirror, the single center of projectibes in the focal
point of hyperboleF’. We can define a projection plane that is
perpendicular to a line that crosses the focaltpafithe hyperbole.
Then we can map the pixels of the omnidirectionsde onto that
plane (Fig. 2). The images created by this unwarmrocess are

image. In these equationsy, represents the column in the €quivalent to images acquired by a virtual perspeatamera with

panoramic image that is being mappedis the value given by
Eq. (8) in function ofv,, The parameters andv represent the
coordinate of a pixel in the image acquired bywisen system that
corresponds to the pixel with coordinatag,(v,n) in the panoramic
image. In Egs. (9) and (10) we consider that ttsétiom (O, 0) in the
acquired image is located in the center of the Bnag

Perspective projection

2e

I

1

1

1

! 1

1 Camera projection
1 plane
I

1

1

t

1

I

1

| camera

its focal point placed in the focal point of thepeybole.

A perspective projection plane can be defined gy &, @),
wheref,, represents the distance in pixels from the focattpof the
hyperbole to the defined plaf represents the azimuthal angle of
direction of the plane, and, represents the elevation angle of the
plane as shown in Fig. 6. If we could relate thes@ameters with a
virtual perspective camera mounted on a pan/tilchagism,f,
would represent the focal distance of the virtiahera, andy and
@o would be the pan and tilt angles respectively.

View from A
plane
—
7 »
P —
Up
plano de projecédo
perspectiva
View from B

Perspective projection
plane

Mirror rim

Figure 6. Perspective projection plane.
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Perpective projection
plane

Figure 7. Geometric relations used to create perspective images.

The coordinate of a pixel in the perspective plan\) can be

The parametef;, defines the zoom of the perspective image. For
each pixel (,, V) of the projection plane, we use Egs. (11) ang (12
to find the direction § ¢) of a light ray that cross the focal point of
the hyperbole and also cross the pixgl ¢;). Then we solve the
mirror equation (Eq. 1) for y=x. tang. Finally, with the
coordinates of the poink(y) in the mirror surface, using Eq. (13)
and Eq. (14) we find the pixel,(v) in the omnidirectional image
that corresponds to the pixel(Vy) in the perspective image.

Although the point X, y) can be found using an iterative
numerical method, it is possible to create thepmmtve images at
real time using a lookup table. This lookup taldates every pixel
(u,Vv) in the omnidirectional image to the corresponddinéction
angles @, ¢). Then when a perspective plarig &, @) is defined,
each pixel @, vp) in the perspective image can be related at real
time to a pixel ¢, v) in the acquired omnidirectional image. This is
done using the lookup table, Eq. (11) and Eq. (12).

Retrieving Object Direction from Pixel Coordinatesin the
Omnidirectional Image

The center of projection propriety can also be usefind the
angles of direction§, ¢) of any object represented in the image. A
pixel coordinate in the omnidirectional image canrbpresented by
(u,v), where g =0,v=0) is located at the center of the image. The
azimuthal angle and the elevation angle of thet ligi that reaches
the imaging sensor at the positiom \() is given respectively by
@=arctany/u) and ¢ = arctany/x). The point X, y) located at the
mirror surface where the light ray is reflected dasm found by
solving the mirror equation for y given by the &lling equation:

_fx (15)

related to the directiord| ¢) of a light ray that arrives in the camera

sensor and it is responsible for the formation opieel in the
omnidirectional image. This correspondence can éscribed by
geometric relations, as shown in Fig. 7, and isem&éed by the
following equations

_ fosenpy + v, cosg,
f, cosgq

tang (11)

g (f, cospy —v, senp, )(serd, —u,, cosd,
and =+ \
(fp cosp, —vpsemﬁo)moseo +U,sen,

(12)

For a given light ray with elevation angfeit is possible to find
a point §, y) in the mirror surface where the light ray is eefed by
solving the mirror equation (Eqg. 1) fgr=x . tang. Once we find
the point &, y) in the mirror surface, the pixel,(v) in the image
acquired by the camera that corresponds to thé lighdefined by
the angles of direction 6(¢) can be found by the following
equations:

- XEQ28+ ytop)mpixel cosd (13)
(x (ang + Ze)

- Xl:ﬁze"' ytop)ﬂpixel serg (14)
(x[tang + 2e)

In order to create a perspective image from theg@recquired
by the omnidirectional vision system, we must Fraiefine the
direction and distance of the perspective projeciane {,, &, d;).
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Omnidirectional Vision System

The omnidirectional vision system implemented isyposed by
a camera with perspective projection lens (coneeiaticamera and
lens), a mirror, and fixation parts that hold thieran and camera in
the right position, as shown in Fig. 11.

Camera

The camera used in the vision system is a monoahrom
industrial camera with 1/2” CCD. According to tmeanufacturer
the scanning area is 6.4%m (H) x 4.84mm (V), and the video
standard is EIA (30 frames per seconds), the éffeactumber of
pixels is 768 (H) x 494 (V). Despite this effectivamber of pixels,
we acquire images with size 640 (H) x 480 (V) pxat 30 frames
per seconds.

Lens

A conventional perspective lens was used in theecamThe
lens has a variable focal distance which ranges f6oto 12mm
and it was manually set to 1Znm In the implemented
omnidirectional vision system, a spacer ring ofgheil.5mm was
used between the camera and the lens in orderttthgémage in
focus at the distance being used between the caandrthe mirror.

Hyperbolic Mirror

A hyperbolic mirror was designed using the methasented in
the second section. According to the specificatibthe camera and
lens used in the vision system, we considered thikwing

January-March 2006, Vol. XXVIII, No. 1 /63



approximate parameters= 12mmand te = 0.01mm The image
acquired by the camera is 640 x 480 pixels. We wrzattthe mirror
rim in the image have a radial dimensionrgf, = 240 pixels.
Finally, in order to get a compact system, we chtiee radial
dimension of the mirror as being,, = 20mm Replacing these
values into Eq. (4), we get the distance betweenfdbal point of
the camera and the mirror ritm= 100mm

Based on an analysis presented in Svoboda et @9.7)1that
shows the variation of the maximum field of viewdahe shape of

Valdir Grassi Junior and Jun Okamoto Junior

In order to machine the mirror surface using theatprecision
lathe, we had to properly choose the points torbgrammed on the
lathe. The actual machined surface is formed by lihear
interpolation of the programmed points. The differe between the
theoretical and the actual machined curve is calegpe error, and
it is illustrated in Fig. 8. In order to keep thésror within an
acceptable value that produces a mirror surfaceé rtbaresents
accurately the equation, a minimum number of poimisst be
determined so that only the necessary points agr@mmed in the

the mirror in function of the relatioa/b, we chose to machine a CNC lathe.

mirror with the relationa = 2b. Then, using Egs. (3) and (2) we

obtained the following mirror parametets= 19.646,a = 39.292,

We used the method described by Palma and Por@b)1®
compute the coordinates of the points to be prograthinto the

and a = 121.3°. Replacing andb values into Eq. (1), we obtained lathe that would keep the shape error within ardddimit. We also

the final mirror equation for a frame centered ba mirror focal
pointF’

2
y=393 (1+ Lj -439 (16)
186

Once the mirror shape equation is specified, ipassible to
machine the mirror from a cylinder of aluminum gsen CNC lathe
to machine the aluminum to the desired shape ael plolish the
surface to make it reflexive as a mirror. Also,itdes polishing the
surface, a coat of nickel or chrome can be apptietthe surface to
improve the mirror reflective properties. These hoes were used
to manufacture the mirrors described in Chahl;n8iaisan (1997),
Hicks; Bajcsy (1999), and Ishiguro (1998).

The Mechanical Engineering Department of the USPS&o
Carlos has an ultraprecision CNC lathe. This |athe give to the
machined surface the same finishing as a polisiacgjrresulting in
a surface with mirror characteristics. The use rofulira-precision
CNC lathe produces a high quality mirror surfacat tdoes not
requires any manual polishing or the deposit ofcaah or chrome
coating to improve the reflective properties of theror surface.
Another reason not to apply a manual polishing amating over
the surface is that these processes can introdume errors in the
mirror shape.

The hyperbolic mirror used in this project was nfantured
using aluminum in two steps: (1) using a convertiotathe
machine we give the aluminum piece a shape closhetalesired
shape of the mirror and (2) using the ultra-preciSCNC lathe we
achieved the final shape and finishing of the sigfaith mirror
quality. After this, the surface was already reaffexand could be
directly used in the vision system. To avoid sdrascon the surface,
a thin coating of rock crystal could be appliedthe surface. This
coating was not applied to the manufactured mirsoran acrylic
cylinder was used in the omnidirectional visionteys to confine
the mirror and keep it safe from scratches.

" Programed Poirts

)

Machined surface

Theoretical surface

./

Shape Errar

Figure 8. Shape error after machining.
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compensated the tool radius when computing thetiposof the
points. This compensation is required because guhia machining
process the point of contact between the tool &edatuminum is
not always at the apex of the tool which is usedzévo the
coordinates of the CNC lathe, as shown in Fig. 9.

Poirt of contact between ﬁ

machining tool and the part

P Tip of the machining tool

Figure 9. Trajectory of the tip of the tool during the machining of the
mirror.

Figure 10 (a) shows the manufactured hyperbolicanimade
of aluminum with 4anmof diameter.

Spherical Mirror

Besides the hyperbolic mirror, a spherical mirroaswalso
manufactured. This was done in order to compare iti@ges
acquired using the hyperbolic mirror with the imagequired using
the spherical mirror.

When a catadioptric ominidirectional vision systsnused in a
mobile robot with the camera pointed up to obseheeground of
the environment reflected on the mirror, the reftecof the camera
and the robot on the mirror appears in the cerftéheoimage. The
greater the mirror and the further it is placedrfrthe camera, the
smaller is the region in the image that is occufiigdhe reflection
of the robot. However, usually we desire that theniirectional
vision system for the mobile robot be compact whempared to
the robot dimensions.

In order to specify the size of the spherical mirrave
considered the maximum size that the vision systemid have.
With this limitation in mind, we choose diameter ZFmm for the
spherical mirror. Then the approximate distanceveeh the focal
distance of the camera and the top of the mirror lma computed
using Eg.(4). Considering the parameter$=12mm
toixer = 0.01MM 1y =240, and r,,=70mm  we obtained
h = 145mm When the camera dimensions and the fixation paes
summed to this value, the total height of the vissgstem becomes
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410mm For comparison purposes, our robot has a cytadri
format with 310mmof height, and 30hmof diameter.

The spherical mirror was manufactured by applyingfexive
metal coat to the inner surface (concave side) sérai-spherical
glass dome. The manufactured spherical mirror hames
irregularities at the apex of the mirror due to fhigrication process
of the dome, which does not affect the planned tratpplication
because this is exactly the part of the mirrorefhg the camera
itself and does not contain useful information. cAlse could not
guarantee at the manufacturing process the praci$ishape of the
glass. However, the images acquired using thisomivere accurate
enough for the purposes of this work. A better ienagsult though
could be achieved with the same semi-sphericabdfase had put
the reflexive metal coat at the exterior surfacthefglass. Then, the
light would reflect only once at the mirror insteadl reflecting
partially at the glass surface as well.

(b)

Figure 10. Convex mirrors built. (a) Hyperbolic mirror with 40 mm of
diameter machined on aluminum by an ultraprecision CNC lathe. (b)
Spherical mirror with 70 mm of diameter built using glass.

Figure 10 (b) shows the spherical mirror withriithof diameter
manufactured using glass.

Partsfor Fixation

In order to hold the mirror at the defined heiglinfi the camera
we used a transparent acrylic cylinder. Using ttransparent
cylinder we avoid occlusions of the environment thg mirror
support.

We have notice that inside the lab, where ther@algartificial
sources of light, there were no significant integfece of the acrylic
on the quality of the image acquired by the visgystem. The
eventual reflection of light in the cylinder didtreignificantly alter
the image.

We also made several aluminum parts: part to mahat
omnidirectional vision system on the mobile robmdrts to mount
the camera at the vertical position and part tomhdlie mirror on
the acrylic cylinder. The camera and the mirror rghmounted in
such way that the optical axis of the camera gnakl with the axis
of symmetry of the mirror.

The final height of the omnidirectional vision stst prototype
that uses the hyperbolic mirror was 286 The final height of the
omnidirectional vision system prototype that uske spherical

mirror was 410mm If a smaller camera were used, the height of

both vision systems could be reduced.
Figure 11 shows the mobile robot with the omnidicewl
vision system using the hyperbolic mirror.

Results

The omnidirectional vision system prototype was nted on
the robot and some tests with the hyperbolic arttl thie spherical
mirror were made. The
implemented and applied to images acquired by igien/system.
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image unwarping methods were
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Figure 12 (a) shows an image acquired by the omadtional
vision system using the spherical mirror. FigurestiBws this image
unwarped by the method that applies a linear toamsdtion
between a radial line in the omnidirectional image a vertical line
in the panoramic image.

Figure 12 (b) shows an image acquired by the oneutinal
vision system using the hyperbolic mirror. Figuré g¢hows the
acquired image unwarped by the method that usesnmtineor
equation to map pixels in a radial line of the odimgictional image
to a vertical line in the panoramic image. Figufe shows the
acquired image unwarped by the method that apg@ienear
transformation between a radial line in the ommeictional image
and a vertical line in the panoramic image.

Both images in Fig. 12 were acquired keeping objéctthe
environment at the same position. So we can congpaaétatively
both images.

o /

cylinder of
/ acrylic

camera—___ |

support
base

Figure 11. (a) Omnidirectional vision system prototype with hyperbolic
mirror and (b) mobile robot with omnidirectional vision system.
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(b)

Figure 12. Images acquired by the omnidirectional vision system. (a) Image acquired using the spherical mirror;(b) Image acquired using the hyperbolic

mirror.

Figure 14. Panoramic image created using the hyperbolic mirror equation and the single center of projection to compensate the mirror shape distortion
of the image acquired by a hyperbolic mirror.

Figure 15. Panoramic image created by a direct mapping of the pixels of the image acquired by the hyperbolic mirror.
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Looking at the image acquired by the omnidirectiovigion
system that uses the spherical mirror, Fig.12 &),can see that
objects near the rim of the mirror are represebtetess pixels than
the same objects in the image acquired by the dresttnal
system that uses the hyperbolic mirror, Fig.12 [thje to the mirror
shape, the objects in the images acquired usinggherical mirror
have low resolution near the border of the mirr@ertien;
Konolige, 2000). This same result can be observémnwwe
compare Fig. 13 and Fig. 15. These images corresfmthe result
of the unwarping process using the same unwarpithod applied
to the images acquired by each one of the mirrors.

Figures 14 and 15 were obtained through differenwarping
process applied to the same omnidirectional imageieed with the
hyperbolic mirror. Comparing these two images, w&e see that in
Fig. 15 the aspect of the person in the centehefithage and the
aspect of the chair at left were not much distoagdn Fig. 14. The

distortions due to the shape of the mirror wereawsd in Fig.15.
The remaining distortions were due to the perspeatiew and due
to the horizontal distortions typical of a panoranmage. We can
see that when the hyperbolic mirror equation isdusgether with
the single center of projection propriety we cartaob panoramic
images free of the mirror shape distortions.

The uwarping method to obtain perspective image vaéso
implemented and Fig. 16 shows an omnidirectionagenacquired
by the vision system and some perspective imagsnelol from it.

The perspective images were obtained by definiegtigles of
direction of the perspective projection plane apdiéfining a focal
distance in pixels that represents the distancedset the projection
plane and the focal point of the mirror. The vabfethis focal
distance used to obtain the perspective images rshiowig. 16
were 170 pixels. Modifying this value we can zodre perspective
image.

()

Figure 16. Perspective images (b), (c) and (d) created from the omnidirectional image (a).

In order to implement the unwarping methods that tise
mirror equation to compensate for distortion, wedugn iterative
numerical method to solve an equation to find theespondence
between the pixels in the unwarped image and tkelgiin the
image acquired by the vision system. This iterativethod takes a
computational time that prohibits its use at reakt However using
lookup tables it is possible to implement the urpireg methods to
generate panoramic and perspective images at mea. tThe
correspondence between the pixels are computed thsiniterative
numeric method to solve the equation only oncéeatnitialization.
Then this correspondence between the pixels idtior a lookup
table that is used to generate the panoramic eppetive images at
real time. The implementation of the unwarping pssworks at a
frequency rate higher than the image acquisiti@yudency rate.
This means that all the frames acquired are unwlarpe

In tests where the real time unwarping methods \egeeuted,
we obtained an updating frequency of average 462z fot
panoramic images generated with size 800 (H) x(24®ixels. The
average updating frequency for perspective imageemted with
size 128 (H) x 96 (V) we obtained an updating festry of 95.8
Hz. At startup, the average time required to comphe lookup
table of size 800 x 240 used to generate the panoranages was
2.9 seconds. The average time required to compet®bkup table
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of size 1440 x 484 used to generate the perspegtiages were
12.1 seconds.

The lookup table used in the unwarping process eoemte
perspective images relates the azimuthal and @evahgles with
the pixels of the acquired image. For a lookupetabf size 1440 x
484 we used 1440 points to map the azimuthal artbkgsvaries
from O to 360 and 484 points to map the elevation angles thasa
from 31° to —9C (see Fig. 6). Then, the lookup table has a reswiuti
of 0.25 for each one of the direction angles. It is intéing to note
that once this lookup table is computed we can @hadhe direction
angles of the perspective projection plane at teaé and still
continue to get perspective images at real time.

The unwarping algorithms were implemented to ewvalithe
quality of the mirrors, to validate the methodolaged to construct
the mirrors, and to verify the single center ofjpetion propriety of
the hyperbolic mirror.

Conclusion

We develop an ominidirectional vision system conggoby a
perspective projection camera mounted in front obavex mirror.
We implemented two versions of the vision systeme @ersion
using a hyperbolic mirror with 4&m of diameter and another
version using a spherical mirror with #ndiameter. The height of
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the vision system that uses a hyperbolic mirr@85mm It could
be possible to reduce this size if a smaller camera used.

A spherical mirror was made by adding a coat ofamtt the
inner surface of a semi-spherical glass dome. Aetiygic mirror
was manufactured by machining aluminum in an ulgeigion
CNC lathe. This was made at the Mechanical Enginger
Department of USP in S&o Carlos.

Different image unwarping algorithms were implenaeht
including some that use the single center of pteropriety of
the hyperbolic mirror. The implemented algorithmkowa us to
generate panoramic and perspective images atimgalftom the
omnidirectional image. The panoramic image is gateer when
mapping the pixels of the acquired image into andyical plane
around the vision system. A perspective image cargénerated
when the pixels of the acquired image are mappé&a anplane
defined at a given direction and distance from gkistem. These
real-time perspective images simulate a virtualeranplaced at the
single center of projection with the same functlipahat a camera
mounted on a pan/tilt mechanism has.

We presented some examples of the acquired imagdbeb
omnidirectional vision system and some results ftben different
image unwarping methods implemented.

The omnidirectional vision system develop is plahteebe used
in real time mobile robot applications such as gation and visual
servo control, among others. The property of ha@rgingle center
of projection and the capability of acquiring imageith a large
field of view at real time are important featureshe used in the
planned robot tasks.
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