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ABSTRACT

Traditional hydrological models have been widely used in hydrologic studies, providing credible representations of  reality. This paper 
introduces a hybrid model that combines the traditional hydrological model Soil Moisture Accounting Procedure (SMAP) with the 
machine learning algorithm XGBoost. Applied to the Sobradinho watershed in Brazil, the hybrid model aims to produce more precise 
streamflow forecasts within a three-month horizon. This study employs rainfall forecasts from the North America Multi Model Ensemble 
(NMME) as inputs of  the SMAP to produce streamflow forecasts. The study evaluates NMME forecasts, corrects bias using quantile 
mapping, and calibrates the SMAP model for the study region from 1984 to 2010 using Particle Swarm Optimization (PSO). Model 
evaluation covers the period from 2011 to 2022. An XGBoost model predicts SMAP residuals based on the past 12 months, and the 
hybrid model combines SMAP’s streamflow forecast with XGBoost residuals. Notably, the hybrid model outperforms SMAP alone, 
showing improved correlation and Nash-Sutcliffe index values, especially during periods of  lower streamflow. This research highlights 
the potential of  integrating traditional hydrological models with machine learning for more accurate streamflow predictions.
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RESUMO

Os modelos hidrológicos tradicionais têm sido amplamente utilizados em estudos hidrológicos, fornecendo representações credíveis da 
realidade. Este artigo introduz um modelo híbrido que combina o modelo hidrológico tradicional Soil Moisture Accounting Procedure 
(SMAP) com o algoritmo de aprendizado de máquina XGBoost. Aplicado à bacia de Sobradinho no Brasil, o modelo híbrido tem como 
objetivo produzir previsões de vazão mais precisas em um horizonte de três meses. Este estudo utiliza previsões de chuvas do North 
America Multi Model Ensemble (NMME) como entradas do SMAP para produzir previsões de vazão. O estudo avalia as previsões 
do NMME, corrige viés usando mapeamento de quantis e calibra o modelo SMAP para a região de estudo de 1984 a 2010 usando a 
Otimização por Enxame de Partículas (PSO). A avaliação do modelo abrange o período de 2011 a 2022. Um modelo XGBoost prevê 
os resíduos do SMAP com base nos últimos 12 meses, e o modelo híbrido combina a previsão de vazão do SMAP com os resíduos do 
XGBoost. Notavelmente, o modelo híbrido supera o SMAP sozinho, mostrando melhor correlação e valores do índice Nash-Sutcliffe, 
especialmente durante períodos de menor vazão. Esta pesquisa destaca o potencial da integração de modelos hidrológicos tradicionais 
com aprendizado de máquina para previsões de vazão mais precisas.
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INTRODUCTION

Reliable streamflow forecasts in watersheds are crucial 
for effective water resources management, particularly in regions 
affected by extreme climate conditions such as severe droughts 
(Block et al., 2009; Parisouj et al., 2020). However, generating more 
accurate streamflow forecasts remains a challenge due to the intricate 
relationship between climatic variables and the non-linearity that 
exists in the transformation process of  precipitation into streamflow 
(Adnan et al., 2018; Adnan et al., 2019; Niu et al., 2019).

Given the importance of  water management over time, 
numerous streamflow forecasting methods have been developed for 
various time scales, including monthly and daily streamflow (Hadi 
& Tombul, 2018). Streamflow forecasting models can be broadly 
categorized into physical-based models and data-driven models 
(Parisouj et al., 2020). Physical-based models include conceptual 
approaches like the Soil Moisture Accounting Procedure (SMAP) 
(Cheng et al., 2006), whereas machine learning models fall under 
the data-driven category (Belayneh et al., 2014).

Physical-based models simplify physical processes but 
demand extensive data (Meng et al., 2019), while machine learning 
models operate statistically and typically require less data, gaining 
popularity for accurate streamflow forecasts (Yaseen et al., 2019; 
Cheng et al., 2020; Adnan et al., 2022). Machine learning’s ease of  
implementation, relying on historical data statistics, contributes to 
its widespread use across domains (Liu et al., 2015).

In this context, the combination of  traditional hydrological 
models with machine learning techniques presents an alternative to 
enhance prediction accuracy and reduce uncertainties associated 
with these models. Some of  these uncertainties are associated 
with the model parameters, model structure and meteorological 
inputs (Li et al., 2012). Hydrological models are limited by the 
knowledge about the hydrological process and their structure is 
not able to describe perfectly all the physical processes that occur 
in a watershed (Yang et al., 2020). Several studies indicate that 
the fusion of  diverse models yields more accurate predictions 
compared to relying solely on a single model (Akbarian et  al., 
2023; Block et al., 2009; Regonda et al., 2006).

Considering this, we propose, in this work, a hybrid model 
that combines a traditional methodology, the SMAP model, with 
a new machine learning model, XGBoost. The idea is to use 
XGBoost as a SMAP correction model. It will be coupled to the 
SMAP output seeking to improve the accuracy of  the flow forecasts 
generated. The study area of  ​​this work covers the drainage area 
of  ​​the Sobradinho reservoir.

SMAP, developed by Lopes et al. (1982), is widely used in 
Brazilian hydrological studies. Studies by Cavalcante et al. (2020) 
and Maciel et al. (2020) demonstrated SMAP’s effectiveness in 
flood prediction, with Maciel et al. (2020) combining SMAP with 
a Conv3D-LSTM model for superior streamflow predictions. 
Silva  et  al. (2019) utilized SMAP with precipitation data from 
the RegCM model for streamflow prediction in the Três Marias 
hydroelectric reservoir.

In recent studies, Extreme Gradient Boosting (XGBoost) 
proposed by Chen & Guestrin (2016) has been employed for 
streamflow prediction across various locations and temporal scales. 
Ni  et  al. (2020) combined XGBoost with a Gaussian mixture 
model for monthly streamflow prediction in the Yangtze River. 

Szczepanek (2022) assessed three tree-based models for daily 
streamflow prediction in mountainous regions, with XGBoost 
delivering some of  the most promising outcomes. Liu et al. (2022) 
achieved the best Nash-Sutcliffe performance using XGBoost for 
streamflow prediction one month ahead in watersheds across the 
United States. Akbarian et al. (2023) explored the applicability 
of  different machine learning models for monthly streamflow 
prediction in Iran and highlighted XGBoost’s favorable performance.

METHODOLOGY

Study area

This study focuses on the Sobradinho watershed in 
the São Francisco River, spanning the Northeast and Midwest 
regions of  Brazil, covering Minas Gerais and Bahia (Figure 1). 
The watershed has a main riverbed length of  1,892 km and an 
area of  147,248 km2. The Sobradinho reservoir, located in Bahia, 
is 320 km long, with a water surface of  4,214 km2 and a storage 
capacity of  34.1 billion cubic meters. The reservoir houses a 
hydropower plant with 6 generating units and an installed capacity 
of  1,050,300 kW (Eletrobras Chesf​, 2023).

According to Silva (2018), Sobral et al. (2018), and Pereira 
(2004), this reservoir holds significant importance in various 
areas, including:

a)	 Hydropower Generation: The Sobradinho hydropower plant 
contributes to both local and national electricity demand as 
part of  the National Interconnected System (ONS);

b)	 Water Regulation: The reservoir plays a crucial role in 
regulating water resources, serving as a primary water 
source for Juazeiro (Bahia) and Petrolina (Pernambuco);

c)	 Agriculture: The reservoir supports irrigation, boosting 
agricultural productivity in one of  Brazil’s most arid regions.

The Sobradinho watershed confronts challenges in sustainable 
water management, biodiversity preservation, pollution control, 
and mitigating the impact of  drought periods. Continuous efforts 
are essential for the conservation and responsible utilization of  
this critical water source (Sobral et al., 2018).

Stages of  the study

The study’s flowchart, depicted in Figure 2, outlines key 
stages. It initiates with data acquisition, encompassing rainfall, 
evapotranspiration, and streamflow data. Rainfall data is sourced 
from both observations and North America Multi Model Ensemble 
(NMME) forecasts. Calibration and evaluation of  the Soil Moisture 
Accounting Procedure (SMAP) hydrological model follow. Bias 
correction is applied to NMME rainfall forecasts, used as inputs 
for SMAP to generate initial streamflow forecasts. Residual 
analysis guides the training of  the XGBoost model, predicting 
SMAP forecast residuals. The hybrid model integrates XGBoost 
and SMAP forecasts, aiming for improved prediction accuracy, 
and its forecasts are compared with standalone SMAP forecasts 
in the final assessment.
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Figure 1. Study area.

Figure 2. Flowchart depicting the study’s stages.
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Databases description

Brazilian Daily Weather Gridded Data (BR-DWGD)

The BR-DWGD, introduced in 2016 and updated to 
2022, is a meteorological database in Brazil with improved spatial 
resolution (Xavier et al., 2016, 2022). Covering January 1st, 1961, to 
December 31st, 2022, it provides data on rainfall, temperature, solar 
radiation, wind speed, and humidity from 11,473 rain gauges and 
1,252 meteorological stations (Xavier et al., 2022). Widely utilized 
in studies, positive evaluations highlight its strong correlation with 
observed data (Bender & Sentelhas, 2018; Battisti  et  al., 2019; 
Duarte & Sentelhas, 2020). This study extracted monthly rainfall 
timeseries from BR-DWGD for the Sobradinho reservoir’s drainage 
area from January 1984 to December 2022.

Climatic Research Unit (CRU)

Evapotranspiration data from January 1994 to December 
2022 were obtained from the CRU database, featuring a spatial 
resolution of  0.5º×0.5º. This global climatic data collection, in its 
fourth version (CRU TS v4.07), is based on interpolations from 
meteorological station data (Harris et al., 2020). Updated annually, 
it spans from January 1901 to December 2022, and its reliability 
is acknowledged in various academic studies, including climatic 
(Wang  et  al., 2013) and hydrological research (Vollmer  et  al., 
2005), and bias correction in climatic models (Miao et al., 2016). 
Mutti  et  al. (2020) specifically found a good correlation with 
observed rainfall and evapotranspiration data in the São Francisco 
River basin, Brazil.

National Operator of  the Electrical System (ONS)

The Sobradinho reservoir’s streamflow data (January 1984 to 
December 2022) was acquired from ONS databases, operating 
under Brazil’s SIN overseen by Aneel. ONS disseminates reports 
on reservoir volumes, and this study utilized the Natural Affluent 
Streamflow, representing river flow without human intervention. 
Calculated by ONS, it considers incoming water volume, subtracts 
human activity water use, and applies regression functions. Additional 
details are in the “Sub-module 13.5 ONS Network Procedures” 
manual, accessible on their website (Brasil, 2017).

North America Multi Model Ensemble (NMME)

The NMME is a climatic forecasting project with models 
from various centers, initiated in 2010 and updated monthly since 
August 2011 (Kirtman et al., 2014). The centers follow protocols, 
including a climatology with initial conditions for each month, 
producing forecasts for a minimum of  9 months ahead, and using 
required monthly fields like temperature at 2 meters, precipitation 
rate, and sea surface temperature.

This study utilized forecasts from four NMME models: 
COLA-RSMAS-CCSM4, GFDL-SPEAR, NASA-GEOSS2S, and 
NCEP-CFSv2. These models were selected due to their extended 

time series availability and data coverage until 2022. The time series 
used spanned from 1994 to 2022. Hindcast data from the models 
were used for the period from 1984 to 2011, while forecasts were 
used for the period from 2012 to 2022. Table 1 presents some 
characteristics of  the models used.

The decision to use NMME was influenced by its novelty 
and limited exploration in hydroclimatic studies in Brazil. While 
global studies have shown positive evaluations (Li et al., 2011; Mo 
& Lyon, 2015; Kirtman et al., 2014; Shukla et al., 2015), Brazil-
specific assessments are scarce. Studies by Flores (2021), Rocha 
Júnior et al. (2021), and Andrian et al. (2023) in Brazil demonstrated 
NMME’s effectiveness, showcasing better forecasting abilities 
across regions, particularly in the Northeast.

Data analysis and processing

Bias correction

Bias correction aligns global models with observed data at 
local scales. The mapping quantile technique described by Bárdossy 
& Pegram (2011) and Abdolmanafi et al.  (2021), chosen in this 
study, compares Cumulative Distribution Functions (CDFs) of  
observed and modeled data. The technique is routinely used 
to correct biases of  regional climate models (Maraun, 2013). 
It involves modeling data distributions using known distribution 
functions. The Gamma Distribution was chosen, as shown by 
Silveira et al. (2017), to accurately represent rainfall distribution 
in the Northeast region of  Brazil.

In this technique, CDFs of  observed and hindcast data were 
determined for the historical period (1984 to 2010). These CDFs 
were adjusted to a Gamma distribution function, commonly used in 
Brazilian hydrological studies (Billerbeck et al., 2021; Santos et al., 
2019; Gondim et al., 2018). Bias correction was then applied to 
rainfall forecasts of  NMME models for the years 2011 to 2022. 
The method involves comparing the probability of  occurrence 
in the model’s CDF with the observed data’s CDF and adjusting 
the forecasted values based on this comparison, ensuring more 
accurate predictions.

Yeo-Johnson transformation

Yeo-Johnson transformation of  SMAP residuals utilizes a 
Box-Cox-based method to address distribution asymmetry (Yeo & 
Johnson, 2000; Box & Cox, 1964). For positive y, it resembles Box-Cox 
on (y+1). When y is always negative, it’s like Box-Cox on (-y+1) with 
power 2 - λ. Series with both positive and negative values combine 
these cases using distinct powers for positive and negative values.
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Autocorrelation

Autocorrelation was used to assess time dependency in 
streamflow forecast residuals, indicating the correlation between a time 
series and itself  with a specified time lag. Small autocorrelations in 
residuals suggest the model lacks significant fit issues. Mathematically, 
autocorrelation is defined by Silva Filho (2014):

( )
( )( )

1
2

n k
t t kt

x x
k

µ µ
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−
+

=
− −

=
∑ 	 (2)

where: μ is the average of  the variable; tx  is the variable value in 
the time lag t; 2σ  is the variance of  the variable.

Ljung-Box test

The Ljung-Box test (Ljung & Box, 1978) assessed 
autocorrelation in streamflow forecast residuals to evaluate the 
model’s fit to observed data. The Ljung-Box test is defined as:
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In which the 2
k̂r  is the autocorrelation in a lag k and m is the number 

of  lags that are used.

Hydrological modeling

SMAP model

SMAP is a conceptual hydrological model developed by 
Lopes et al. (1982). It is based in the Soil Conservation Service 
(SCS) method (USDA - United States Department of  Agriculture, 
1986) and was initially designed for daily scale simulations, later 
adapted for monthly scale (Miranda et al., 2017).

SMAP models water flow in the soil with two reservoirs 
(soil and subsurface), using transfer functions for reservoir recharge 
and surface runoff  processes. Equations are derived from observed 
precipitation and streamflow data, adjusted for the watershed’s 
hydrological cycle. The monthly version utilizes precipitation, 
potential evapotranspiration, and watershed area, with internal 
parameters like K, Tuin, Pes, Sat, Crec, and Ebin. More technical 
details can be found in Lopes et al. (1982).

SMAP models water flow in soil with two reservoirs, employing 
transfer functions for recharge and surface runoff. Equations derive 
from observed precipitation and streamflow data, adapted for the 
watershed’s hydrological cycle. Monthly version uses precipitation, 
potential evapotranspiration, and watershed area, with internal parameters 

like K, Tuin, Pes, Sat, Crec, and Ebin. Further details in Lopes et al. 
(1982). The Nash-Sutcliffe Efficiency (NSE) assesses the fit between 
a model and observed series, with a perfect fit having an NSE value 
of  1. Widely used in hydrological studies, it demonstrates flexibility 
as a fitting statistic studies (Birikundavyi et al., 2002; Johnson et al., 
2003; Downer & Ogden, 2004) and recommended by the ASCE 
(Water Management Committee) for continuous moisture accounting 
models (American Society of  Civil Engineers, 1993).

Streamflow forecasts with SMAP require forecasted 
precipitation and evapotranspiration data. NMME precipitation 
forecasts were used as inputs for SMAP from 2011 to 2022. 
Evapotranspiration input was the monthly climatological average 
calculated between 1984 and 2011, given the absence of  forecast 
models for this variable.

SMAP calibration using PSO

PSO, inspired by swarm behavior, generates a swarm of  
potential solutions to optimize a specific objective function. It explores 
the solution space to identify the optimal solution, minimizing or 
maximizing the objective function value (Marini & Walczak, 2015). 
In this study, PSO determined SMAP parameters to maximize NSE, 
aiming for accurate simulations. PSO, as per Kachitvichyanukul (2012), 
begins by generating a swarm of  potential solutions. Each particle is 
evaluated to find the one closest to the maximum of  the objective 
function. The best global and individual solutions are retained. 
The process continues until a stopping condition, such as a specified 
number of  iterations or proximity to the maximum value, is met.

The hybrid model SMAP-XGBoost

XGBoost, by Chen & Guestrin (2016), is a versatile ensemble 
learning algorithm used for regression and classification, gaining 
popularity in hydrological series (Ma et al., 2021). It combines 
multiple shallow trees, correcting errors sequentially and minimizing 
a loss function to enhance accuracy. XGBoost incorporates 
regularization techniques for improved generalization. XGBoost 
utilizes optimized gradient descent for faster and more accurate 
convergence, surpassing traditional gradient boosting (Chen & 
Guestrin, 2016). It also employs parallel computation for increased 
speed. Mathematically, XGBoost is defined as follows:

( )
1

ˆ ,t i k i kk
x x f x f Fφ

=
= = ∈∑ 	 (5)

In which: ( )k if x  is the predicted value by the k-th tree; K is the 
total of  trees; ix  is the value of  the x-th model input; F are all the 
tree developed.

Table 1. Characteristics of  the NMME model forecasts used.
Model Nº of  members Maximum Lead Time (months) Spatial Resolution

COLA-RSMAS-CCSM4 10 12 1ºx1º
GFDL-SPEAR 30 12 1ºx1º
NCEP-CFSv2 32 10 1ºx1º

NASA-GEOSS2S 10 9 1ºx1º
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The XGBoost model was used to model the time series 
of  SMAP residuals. It utilized the residuals from the preceding 
12 months as input variables for the month under prediction. 
A recursive strategy was employed for forecasting residuals across 
different time horizons, as shown in Figure 3. This strategy involves 
using the model’s past predictions as inputs for predictions beyond 
one month. For example, to forecast the residual for 2 months 
ahead, the model uses observed residuals from the 11 months 
prior to the prediction date along with the prediction made for 
1 month ahead.

The model was trained and forecasted using a nested cross-
validation strategy by Ratanamahatana et al. (2009), as depicted 
in Figure 4. Initially, the model trained on a 70% portion of  the 
residual time series (January 1984 to December 2010), denoted 
as the training window (TW). The model then forecasted a 
three-month test set in each iteration. The TW size increased by 
1 month in each iteration using the expanding window method, 
covering the entire data series and minimizing uncertainties 
related to the model’s initial conditions. Streamflow forecasts 
from the hybrid SMAP-XGBoost model result from combining 
streamflow predictions from SMAP with the residual forecasts 
generated by XGBoost. These forecasts were conducted for the 
period 2011-2022.

Evaluation metrics

The performance of  the models was evaluated using the 
following metrics.

Pearson correlation
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Nash-Sutcliff  index (Nash & Sutcliffe, 1970)
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where: ix  is the observed value; x is the average of  the observed 
values; iy  is the forecast value; y  is the average of  the forecast 
values; n is the number of  samples.

Monthly forecasts until to three months were used to 
calculate metrics. NMME precipitation forecasts were compared 
with observed data from BR-DWGD, while streamflow forecasts 
from SMAP and SMAP-XGBoost were compared with naturalized 
streamflow series from ONS.

The correlation coefficient (r) assesses the relationship 
between forecasts and observed time series, ranging from -1 to 1. 
A value of  1 indicates a perfect positive correlation, 0 indicates 
no correlation, and -1 indicates a perfect negative correlation. 
A correlation coefficient closer to 1 signifies better performance 

Figure 3. Multi-Step ahead forecast.

Figure 4. Nested expanding windows strategy.
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in capturing observed data. The NSE index reflects model fit, 
bias measures tendency, MAE gauges average error, RMSE is 
sensitive to outliers, and MAPE penalizes errors during low 
streamflow. Lower values in these metrics indicate better model 
performance.

RESULTS

Evaluation of  rainfall forecasts from the NMME 
models

Figure  5 compares monthly rainfall forecasts from the 
average NMME ensemble with observed data for a three-month 
forecast horizon from 2011 to 2022. The NMME-Ensemble 
represents the mean of  the NMME models discussed earlier.

The rainfall forecast effectively captured the seasonality in 
the observed series, representing both maximum and minimum 
rainfall cycles. Accuracy was highest for the 1-month forecast, 
followed by the 2-month forecast, and finally, the 3-month forecast. 
As the forecast horizon increased, there was a noticeable decrease 
in the magnitude of  peak rainfall forecast values. In certain notably 
atypical years, such as January 2016, the models struggled to 
accurately replicate the observed time series. During this month, 
which was the rainiest in the assessed series, the observed values 
significantly exceeded the average observed in other years.

Figure 6 compares the cumulative distribution functions 
(CDFs) for 1-month, 2-month, and 3-month-ahead forecast 
horizons. The NMME-Ensemble’s CDF aligns closely with the 
observed series for the 1-month horizon, with a slight tendency 
to underestimate extreme maximum values. However, the gap 
widens for the 2-month horizon, where the ensemble tends to 
overestimate intermediate values and underestimate maximum 
values. This trend persists for the 3-month horizon, indicating a 
consistent tendency to underestimate extreme values across all 
forecast horizons, with predictive skill diminishing over longer 
horizons.

Table 2 summarizes the evaluation metrics used. Among 
all evaluated models, the NMME-Ensemble performed the best 
across the metrics. In comparison to this model, the others 
exhibited lower correlation and NSE values, as well as higher bias, 
RMSE, and MAE values. This indicates that the other models are 
less accurate than the NMME-Ensemble, resulting in increased 
forecast uncertainties.

Across all forecast horizons, the models exhibited 
correlations above 0.7, indicating satisfactory results. Regarding 
the NSE metric, the ensemble consistently achieved high values, 
surpassing 0.6 and even reaching above 0.8 for the 1-month 
horizon. In contrast, the COLA-RSMAS-CCSM4 model displayed 
the poorest performance, with NSE values falling below 0.5 in 
two forecast horizons, despite the lowest individual value being 
observed in NCEP-CFSv2 for the 3-month horizon. As for Bias, 

Figure 5. Comparing the forecasted rainfall from the NMME-ENSEMBLE model for 1, 2, and 3 months ahead with the average 
observed rainfall in the Sobradinho reservoir’s drainage area.

Figure 6. Cumulative Distribution Function (CDF) analysis, comparing NMME climate forecasts with average rainfall at the Sobradinho 
drainage area from 2011 to 2022.
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all models displayed relatively low values, with the smallest value 
recorded for NCEP-CFSv2 in the 1-month forecast horizon. 
In terms of  RMSE and MAE metrics, all models had relatively 
close values, yet the ensemble mean outperformed the others.

Evaluation of  NMME models after bias correction

Figure 7 depicts cumulative distribution functions (CDFs) 
after bias correction. Notably, the 1-month forecast horizon shows 
improved alignment with the observed distribution, particularly 
in maximum values. The 2 and 3-month horizons exhibit slight 
enhancements, with the 3-month horizon showing improved 
distribution in average rainfall values compared to the series 
without bias correction (Figure 6).

Table 3 presents the same metrics as shown in Table 2, but 
for the data after bias correction. Focusing on the ensemble, which 
had the best metrics in the previous evaluation, we can observe 
improvements in almost all the metrics. For the ensemble, both 
correlation and NSE showed slightly higher values compared to 
those obtained before bias correction. Bias was the metric with 

the most significant changes, with reduction in bias observed in 
all model and for all forecast horizons, with the exception of  
the GFDL-SPEAR model in its 1-month ahead forecast. RMSE 
saw changes In values for most models, with only the NCEP-
CFSv2 and COLA-RSMAS-CCSM4 models consistently decreasing 
and increasing their RMSE values, respectively, across all forecast 
months. The other models exhibited variations in RMSE values, 
but without significant changes. MAE also showed a reduction in 
its values for all forecast horizons. Similar behavior was observed 
in the other models, mirroring the improvements seen in the 
ensemble mean.

Bias correction significantly improved precipitation forecasts, 
and consequently, forecasts from the Ensemble mean after bias 
correction will be utilized in subsequent stages of  the work due 
to its superior performance in the evaluation.

Calibration and evaluation of  the SMAP model

This section presents the results of  the calibration and 
evaluation of  the SMAP model using observed rainfall and 

Table 2. Evaluation metrics for the NMME rainfall forecast for the period from 2011-2022.

Model Lead Time 
(months) Correl. NSE Bias  

(mm/month)
RMSE  

(mm/month)
MAE  

(mm/month)
COLA-RSMAS-CCSM4 1 0.85 0.67 -15.38 50.02 31.67
COLA-RSMAS-CCSM4 2 0.78 0.46 -24.57 63.71 38.68
COLA-RSMAS-CCSM4 3 0.74 0.44 -21.82 65.48 41.86

GFDL-SPEAR 1 0.87 0.76 -5.71 42.78 26.18
GFDL-SPEAR 2 0.8 0.59 -14.94 55.62 33.15
GFDL-SPEAR 3 0.77 0.54 -16.25 59.15 35.45

NASA-GEOSS2S 1 0.86 0.73 5.26 45.45 29.41
NASA-GEOSS2S 2 0.81 0.64 9.31 52.48 33.37
NASA-GEOSS2S 3 0.76 0.52 12.26 60.24 37.3

NCEP-CFSv2 1 0.89 0.78 0.88 40.84 24.87
NCEP-CFSv2 2 0.8 0.59 11.62 55.5 33.4
NCEP-CFSv2 3 0.77 0.31 31.41 71.88 45.95
ENSEMBLE 1 0.91 0.82 -3.74 36.92 22.53
ENSEMBLE 2 0.82 0.67 -4.86 50.11 29.81
ENSEMBLE 3 0.78 0.61 1.07 54.41 32.74

Figure 7. CDF analysis, comparing NMME climate and average rainfall in the Sobradinho drainage area from 2011 to 2022, after 
bias correction.
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streamflow time series as inputs. The generated streamflow is not a 
forecast but a simulation to assess the model’s performance when 
actual values are known. Streamflow forecasts will be evaluated 
in the subsequent section.

Figure 8 illustrates the hydrograph generated during the 
calibration period of  the SMAP model. The streamflow and rainfall 
series are in phase, aligning with coinciding periods of  maximums 
and minimums. SMAP tends to overestimate observed streamflow 
values during low flow periods, successfully capturing the rising 
and falling curves in the streamflow with some peak occurrences.

Table  4 provides the SMAP parameters utilized for 
generating the flow series shown in Figure 8. The estimated value 
for Tuin is 63%, fitting the expected range as the model initiates 

in January during the watershed’s rainy season. The Ebin value 
corresponds to the minimum observed flow in the period. A “K” 
value close to zero suggests a concentration time in the watershed 
of  less than 1 month.

The evaluation metrics related to the calibration of  SMAP 
are displayed in Table 5. Considering that the maximum correlation 
possible is 1, the obtained value in calibration (0.79) is a good result. 
It indicates that the model answer captures most of  the variability 
in the original series as shown in Figure 8, in which it is possible 
to see that the model represents the seasonality of  the observed 
series. Considering the NSE models with NSE > 0.5 are considered 
acceptable (Knoben et al., 2019) and how was obtained a NSE of  
0.62 in calibration the model can be considered acceptable. Considering 

Table 3. Evaluation metrics for the NMME rainfall forecast for the period from 2011-2022 after Bias Correction.

Model Lead Time 
(months) Correl. NSE BIAS  

(mm/month)
RMSE  

(mm/month)
MAE  

(mm/month)
COLA-RSMAS-CCSM4 1 0.84 0.57 8.38 58.32 36.05
COLA-RSMAS-CCSM4 2 0.78 0.38 18.26 69.97 43.37
COLA-RSMAS-CCSM4 3 0.75 0.42 15.39 67.74 42.61

GFDL-SPEAR 1 0.89 0.71 13.23 47.63 29.34
GFDL-SPEAR 2 0.81 0.65 1.31 52.57 30.95
GFDL-SPEAR 3 0.77 0.58 -0.98 57.67 34.82

NASA-GEOSS2S 1 0.87 0.75 -3.98 44.47 27.28
NASA-GEOSS2S 2 0.8 0.64 1.73 53.17 33.35
NASA-GEOSS2S 3 0.76 0.58 -1.99 57.95 33.29

NCEP-CFSv2 1 0.91 0.81 -0.52 38.58 23.3
NCEP-CFSv2 2 0.81 0.65 -5.22 52.31 30.14
NCEP-CFSv2 3 0.77 0.59 5.21 56.77 35.02
ENSEMBLE 1 0.92 0.85 1.76 34.4 22.15
ENSEMBLE 2 0.83 0.69 -1.14 49.74 28.63
ENSEMBLE 3 0.79 0.62 0.58 55.1 31.97

Table 4. SMAP parameters obtained during the calibration process.
Sat (mm) Pes Crec K (months) Tuin (%) Ebin (m3/s)

3216 7.1 1.6 0.02 63 216

Figure 8. Monthly hydrograph for the calibration period of  the SMAP model in the Sobradinho watershed.
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the average flow during the period, which is 2,531.65 m3/s, the bias 
value obtained indicates that the model has virtually no bias. RMSE 
is a metric that penalizes errors in flow peaks, so it is expected to 
have higher values than MAE, which evaluates in terms of  averages. 
The obtained MAP value can also be considered acceptable.

In Figure 9, the streamflow for the SMAP test series is 
depicted. During the test period, SMAP demonstrated a behavior 
similar to the calibration period, tending to overestimate values in 
low-flow periods. However, SMAP faced challenges in capturing 
peaks during this test period, especially between 2013 and 2019, 
which experienced the lowest monthly precipitation averages 
in the available historical data. This unusual behavior may have 
influenced the model’s performance.

The performance metrics for the validation period are 
also presented in Table 5. Overall, the model obtained results very 
close to those recorded in the calibration period, especially for the 
metrics: correlation, NSE, and bias. This indicates that the model 
did not overfit, which is when the model is overly adjusted to the 
training series but cannot generalize to the test series and ends up 
with much lower performance. RMSE and MAE were metrics that 
showed slightly better values in the test period compared to the 
calibration period. However, in relation to MAPE, which penalizes 
error in minimum flows more, its value increased. In other words, 
the model in the test period had better performance for modeling 
maximum and medium flows, but worse for minimum flows.

Analysis of  the SMAP-XGBoost hybrid model

Since the proposed hybrid model aims to use a machine 
learning model for model the SMAP residuals, part of  this section 
focuses on their analysis. The proposed machine learning model 

was applied as a time series model. Ideally, the residuals of  a time 
series model should exhibit the characteristics of  white noise, i.e., 
they should not show a lack of  temporal dependence, follow a 
normal distribution, and have a mean of  zero.

In Figure 10, a comparison between the SMAP residual 
series and the hybrid SMAP-XGBoost model residuals for the 
period from 2011 to 2022 is presented. It can be observed that 
the SMAP residuals contain systematic errors with seasonality, 

Table 5. Evaluation metrics for SMAP for calibration and validation.
Correlation NSE BIAS (m3/s) RMSE (m3/s) MAE (m3/s) MAPE (%)

Calibration 0.79 0.62 13.04 1142.09 722.52 32.51
Validation 0.78 0.61 -18.77 846.19 600.3 45.19

Figure 9. Monthly streamflow for the SMAP test period in the Sobradinho watershed.

Figure 10. Comparison between the SMAP residual series and 
the hybrid SMAP-XGBoost model residuals.
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indicating temporal dependence. In contrast, the residual series 
of  the SMAP-XGBoost model shows reduced seasonal patterns, 
suggesting that there is no temporal dependence in the residuals. 
The observed behavior in the SMAP residual series is partly due to 
the seasonality of  the streamflow series, as the periods of  higher 
errors coincide with periods of  higher streamflow.

The autocorrelation analysis, as depicted in Figure  11, 
reveals temporal trends in the SMAP residual series. Statistically 
significant autocorrelation values at lags of  12 and 24 months 
indicate a connection between SMAP values at a given time 
and observed data from 12 and 24 months ago. This temporal 

dependence is confirmed by the Ljung-Box test, with a p-value of  
0.001 at lag 12, falling below the significance threshold of  0.05.

Regarding the removal of  temporal dependence in the 
residuals, the SMAP-XGBoost model performed satisfactorily. 
Because the SMAP-XGBoost residual series, there was no statistically 
significant autocorrelation at any of  the lags shown in Figure 12. 
The Ljung-Box test statistic obtained a p-value of  0.360. In this 
case, since the p-value is greater than the 0.05 threshold, we cannot 
reject the hypothesis that the data are independently distributed.

On the other hand, Figure  13 shows histograms with 
the distribution of  residuals from both models: SMAP and 
SMAP-XGBoost. Although neither of  them follows a normally 
distributed series, the residual series of  SMAP-XGBoost showed 
a distribution closer to the standards of  a normal distribution. 
In the distribution of  SMAP-XGBoost residuals, it is observed 
that the median and mean are not as close to each other, which 
is characteristic of  a normal distribution, compared to the 
distribution of  SMAP residuals. Thus, although SMAP-XGBoost 
had a hidher mean error than SMAP, considering the distribution 
of  residuals, it is observed that the model has less tendency in the 
distribution of  errors.

The Table  6 presents performance metrics for the 
SMAP-XGBoost model. Compared to the results for the SMAP 
model in Table 5, it can be observed that the correlation values 
were maintained. The NSE had a minimal reduction of  only 
0.04 hundredths. The higher RMSE indicates that the SMAP-
XGBoost model has more difficulty representing peak flows. 
However, in percentage terms, the difference in RMSE between 
the models is only 5%.

With regard to MAE, the result obtained by SMAP-XGBoost 
is about 8% lower than that obtained by SMAP. The biggest 
difference between the metrics was obtained for MAPE, with a 
25% reduction compared to the value obtained for SMAP.

The Figure  14 contains the comparison between the 
series generated by SMAP-XGBoost and the observed flow data. 
As suggested by the previous metrics, the SMAP-XGBoost model 

Figure 11. Autocorrelation of  the residual series for the SMAP 
and SMAP-XGBoost models for the period from 2011 to 2022.

Figure 12. Comparison between the predicted and observed streamflow series using SMAP-XGBoost.
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tends to represent the flows better during its low-flow periods 
than the original SMAP, as seen in Figure 9. The graph also shows 
that the model generally generates higher peak flows than the 

previous version. However, some peaks are delayed compared to 
the observed peaks and overestimate them mode, while the SMAP 
(Figure 6) showed a greater tendency to underestimate peak flows.

Streamflow forecast using SMAP and NMME

The performance metrics for streamflow forecast using 
SMAP and rainfall forecast from the NMME mean ensemble are 
shown in Table 7. In all metrics and forecast horizons, the model 
exhibits value similar to those obtained during its validation period. 
As expected, the model’s performance decreases as the forecast 
horizon increases, as the uncertainty about the influence of  initial 
conditions also increases.

In terms of  correlation, the model consistently achieved high 
values across all forecast horizons, indicating good performance. 
The average bias was relatively low, almost negligible. However, the 
MAPE, particularly for the 3-month horizon, approached 50%, 
signifying a weakness in accurately representing periods of  low 
streamflow. RMSE and MAE exhibited values within the expected 
range, similar to those obtained during the validation period.

Figure 15 illustrates the forecast series at three-time horizons 
compared to the observed streamflow series. The metrics in 
Table 7, particularly MAPE, indicate a tendency for the model to 
overestimate observed values at all forecast horizons. The model 
faces challenges in capturing certain peaks but generally performs 

Table 6. Performance metric for SMAP-XGBoost during the testing period.
Correlation NSE BIAS (m3/s) RMSE (m3/s) MAE (m3/s) MAPE (%)

0.78 0.57 -70.75 885.28 550.59 33.93

Table 7. Performance metrics for streamflow forecast using SMAP with bias-corrected rainfall forecasts from the NMME-Ensemble.
1Lead time 
(months) Correlation NSE BIAS (m3/s) RMSE (m3/s) MAE (m3/s) MAPE (%)

1 0.86 0.73 -9.87 702.94 517.48 41.06
2 0.77 0.59 -2.53 854.46 600.84 45.13
3 0.73 0.53 -18.99 915.90 628.37 47.17

Figure 13. Distribution of  residuals from the SMAP and SMAP-
XGBoost models.

Figure 14. Comparison between the observed and generated flow series by SMAP-XGBoost.
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well in representing the seasonality of  the series, encompassing 
both high and low streamflow periods.

Streamflow forecasts from the SMAP-XGBoost 
model.

Table 8 present streamflow forecast results from the SMAP-
XGBoost model using NMME rainfall forecasts. For the 1-month 
horizon, the model’s metrics were similar to the test data (Table 6), 
with correlation and NSE values close to SMAP, higher bias and 
RMSE, and lower MAE and MAPE. At the 2-month horizon, 
only bias was worse than SMAP, while other metrics were better. 
However, for the 3-month horizon, SMAP-XGBoost performed 
worse in all metrics compared to SMAP.

Figure 15. Comparison between the forecasted and observed streamflow series using SMAP-NMME.

As SMAP-XGBoost forecast better capture minimum 
streamflow levels compared to those made by SMAP (Figure 12). 
However, at a 3-month forecast horizon, there is increased noise 
in the series, resulting in worsened evaluation metrics. While 
SMAP better captured some peaks, it also showed higher values 
in others (Figure 9), although they were delayed compared to the 
observed data.

In the Table 9 is showed the evaluation by quarter. Flow 
forecasts were reviewed and separated into quarters in this 
assessment; the complete list can be found in the appendix. 
The largest flows in the study region occur between December 
and May. According to the measurements, SMAP operates better 
during periods of  larger flows, particularly during the March to 
May period (MAM). SMAP-XGBoost, on the other hand, provides 
measures with better values, reduced errors, and higher correlation 

Table 8. Performance metrics for streamflow predictions using SMAP-XGBoost fed with bias-corrected precipitation forecasts from 
the NMME ensemble.

Lead time (months) Correlation NSE BIAS (m3/s) RMSE (m3/s) MAE (m3/s) MAPE (%)
1 0.84 0.70 -110.3 746.23 466.58 31.22
2 0.79 0.62 -103.45 834.4 565.59 43.91
3 0.56 0.26 -53.42 1165.76 872.24 85.77

Table 9. Performance metrics for streamflow predictions of  SMAP and SMAP-XGBoost divided in quarters.
Model Quarter Correl NSE BIAS (m3/s) RMSE (m3/s) MAE (m3/s) MAPE (%)
SMAP DJF 0.73 0.14 -934.47 1459.98 1121.94 39.20

SMAP-XGBoost DJF 0.62 0.26 -546.48 1353.19 1039.66 40.64
SMAP MAM 0.74 0.51 8.96 895.72 642.21 35.35

SMAP-XGBoost MAM 0.72 0.46 9.56 936.68 719.70 41.00
SMAP JJA 0.86 -2.76 407.77 473.76 407.77 58.19

SMAP-XGBoost JJA 0.78 0.06 35.71 236.98 183.31 24.49
SMAP SON 0.72 0.07 226.15 367.48 313.72 55.75

SMAP-XGBoost SON 0.66 0.20 74.99 342.26 206.68 38.47
Obs.: Descriptions of  the quarters: DJF (December, January, and February), MAM (March, April, and May), JJA (June, July, and August), and SON (September, 
October, and November).



RBRH, Porto Alegre, v. 29, e11, 202414/17

Combining traditional hydrological models and machine learning for streamflow prediction

and NSE between June and November. The best prediction period 
for SMAP-XGBoost among the mentioned quarters was between 
June and August (JJA), with a correlation of  0.78 and MAPE of  
24.49%. The model also obtained its lowest error metric values 
throughout this time period. The best evaluation period for 
SMAP was the March to May quarter (MAM), with a correlation 
of  0.72 and a MAPE of  35.35%. This quarter also featured the 
lowest BIAS value and the highest NSE in the model.

In conjunction with Figure 15, the table findings show that 
SMAP-XGBoost has a stronger predicting ability for low-flow 
periods in the basin. During periods of  higher flows, the SMAP 
model performs just marginally better than the SMAP-XGBoost 
model, particularly in the December to February quarter.

CONCLUSIONS

According to the results obtained in this study, the precipitation 
forecasts, considering the ensemble mean of  the NMME models, 
showed a good fit to the observed series in the Sobradinho reservoir 
region. The model is able to capture both the seasonality of  the series 
and the maximum and minimum precipitation events. Only in some 
atypical months with precipitation much higher than expected did 
the model have difficulty capturing the signal. The bias correction 
proved to be satisfactory in improving the overall performance 
of  the NMME model for the study region and period analyzed.

The hydrological model SMAP, which is already widely used 
in Brazil, demonstrated its ability to represent the hydrological 
regime of  the watershed. Simulations conducted by the model for 
the period from 2011 to 2022 with observed data showed that the 
model has the capability to represent the hydrological regime of  the 
watershed, even under unusual conditions. During the mentioned 
period, there was a severe drought, which a condition not observed 
during the parameter calibration period, yet the model obtained 
appropriate values for the analyzed metrics.

The analysis of  residuals showed that although SMAP had 
a low bias (close to zero) for the data related to the Sobradinho 
watershed, the distribution of  residuals had significant left-skewness. 
This skewness indicates that the data generated by the model 
tends to underestimate the observed flow values. The application 
of  the hybrid model SMAP-XGBoost proved to be capable of  
reducing this skewness.

The hybrid model SMAP-XGBoost obtained better results 
than the SMAP model in terms of  MAE and MAPE, specially 
to forecasts until 2-month ahead. Considering the average to 
theses metrics the improvement was near 10% to 1-month ahead 
and 5% to 2-month ahead. However, the main improvement 
occurred for flow-flow periods, where the SMAP model tends to 
overestimate observed values. This model stands out for forecasts 
made between the months of  June and November, it is during 
this period that it has its best metrics and evaluation, surpassing 
the results obtained with SMAP.

The results obtained demonstrate that a hybrid approach, 
combining well-established hydrological models with machine 
learning models, can generate better results than traditional 
standalone models. Considering the many decisions related to 
water resources management are made during low-flow periods, 
as well as for other flow regimes, having more accurate forecasts 

for these periods can assist in better reservoir and watershed 
management as a whole.
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