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ABSTRACT. This paper studies the bandwidth reduction problem for large-scale sparse matrices in se-
rial computations. A heuristic for bandwidth reduction reorders the rows and columns of a given sparse
matrix, placing entries with a non-null value as close to the main diagonal as possible. Recently, a paper
proposed the FNCHC+ heuristic. The heuristic method is a variant of the Fast Node Centroid Hill-Climbing
algorithm. The FNCHC+ heuristic presented better results than the other existing heuristics in the literature
when applied to reduce the bandwidth of large-scale graphs (of the underline matrices) with sizes up to 18.6
million vertices and up to 57.2 million edges. The present paper provides new experiments with even larger
graphs. Specifically, the present study performs experiments with test problems containing up to 24 mil-
lion vertices and 130 million edges. The results confirm that the FNCHC+ algorithm is the state-of-the-art
metaheuristic algorithm for reducing the bandwidth of large-scale matrices.

Keywords: bandwidth reduction, reordering algorithms, sparse matrices.

1 INTRODUCTION

A graph G(V,E) consists of two sets V and E. Set V contains vertices representing objects or
entities. Set E comprises edges describing the pairwise association between vertices. Practition-
ers have designed practical solutions to complicated problems in several areas, modeling and
analyzing them by employing graph structures (Barik et al., 2020).

Paging policies and modern hierarchical memory architecture favor algorithms that deal with the
locality of reference. Efficient applications employ cache coherence. Specifically, a sequence of
recent memory references should be clustered locally in the memory address space (Gonzaga de
Oliveira et al., 2018b). However, graph processing presents an unsatisfactory cache locality. The
reason is the erratic memory access (Balaji & Lucia, 2018). Cache coherence is unsatisfactory in
applications with inadequate spatial and temporal locality in memory access. Hence, practitioners
have performed efforts to accelerate applications modeled by graph structures. One of these
efforts is to reduce the graph bandwidth. Thus, one can relate the bandwidth reduction problem to
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2 HEURISTIC METHODS FOR THE BANDWIDTH REDUCTION

a broad scope of significant practical applications in various application domains in engineering,
science, industry, and technology (Gonzaga de Oliveira & Silva, 2021).

Heuristics for bandwidth reduction put non-null coefficients of a sparse matrix as close to the
main diagonal as possible. Let A = [g;;] be an n x n symmetric matrix corresponding to an undi-
rected graph G = (V,E), where V and E are sets of n vertices and edges, respectively. The band-
width of row i is Bi(A) =i— 1131121[ J | aij # 0]. The overall bandwidth of a matrix A is defined as

B(A) = max [Bi]. This means that a;; = 0 whenever |i — j| > B. Likewise, the bandwidth of G
<i<n

8

where s(u) and s(v) are labels of vertices u and v, respectively. Practitioners use identifiers in
the interval [1,|V|] to identify the vertices. Thus, S is a bijective 1-1 mapping from V to the
set {1,2,...,|V|}). The bandwidth minimization problem is a notable .4 %?-hard problem (Pa-
padimitriou, 1976). Thus, a common algorithm for the problem is a heuristic method with the

for a vertex labeling S = {s(v1),s(v2),---,s (vjv|)} is defined as Bs(G) = {m?x [|ls(v) — s(u)
vu}eE

implication that it attempts to find an ordering that delivers a small bandwidth in an acceptable
amount of time, even for large-scale instances (Gonzaga de Oliveira & Carvalho, 2022).

Reordering strategies, which relabel the graph’s vertices to yield better non-null patterns in the
subjacent matrix, have long been employed in the sparse numerical linear algebra field (Marichal
et al., 2021). Specifically, applications use heuristics for bandwidth reduction to favor spatial
locality and low-cost executions in various scientific and engineering domains. A frequent ap-
plication is to reduce the running times of linear system solvers originating from finite element
or volume discretizations, chemical kinetics, circuit design, industrial electromagnetics, large-
scale power transmission systems, numerical analysis, numerical geophysics, etc. (Esposito et al.,
1998; Pifiana et al., 2004; Lim et al., 2006; Koohestani, 2022). Researchers use a low-cost heuris-
tic method in these situations. Hence, practical algorithms use graph theory concepts (Gonzaga
de Oliveira & Silva, 2019, 2020).

The present computational experiment, however, concentrates on areas that do not require a strict
restriction on the runtime of the heuristic method for bandwidth reduction. Examples of these do-
mains are in saving large hypertext media (Berry et al., 1996), small-world networks (Higham,
2003), network survivability (Lim et al., 2006), VLSI design (Lim et al., 2006), visual analysis
of data sets using visual similarity matrices (Mueller et al., 2007), graph entropy rate minimiza-
tion (Bolanos et al., 2012), mesh layout optimization (Chen, 2017), symbolic model checking
(Amparore et al., 2017), and seriation problem (Concas et al., 2019). Also, the efficient represen-
tation of sparse matrices is crucial in several applications (Lim et al., 2006). In particular, they
are fundamental in big data applications. It is decisive in this field to employ a matrix storage
format with low requirements. Furthermore, applications must avoid unproductive computations
and need to provide the data locality (Marichal et al., 2021). For example, applications in com-
munication networks, data organization, computation flow, and computational devices employ a
graph representation of the matrix (Koohestani, 2020). A format with low memory requirements
allows large-scale instances of the problem in context. Moreover, theory interest in the subject
stimulates the design of heuristics that can reduce the bandwidth of large-scale matrices to a sub-
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stantial proportion at an acceptable runtime. Therefore, it is possible to know how far the result
delivered by a low-cost algorithm is from the best result already provided in a specific instance
(Gonzaga de Oliveira & Carvalho, 2022).

Recently, Gonzaga de Oliveira & Carvalho (2022) proposed a new metaheuristic algorithm for
bandwidth reduction. The authors referred to the new algorithm as the FNCHC+ heuristic. Fur-
thermore, the method yielded better bandwidth results than the existing heuristics in the literature
when using large-scale matrices. The present paper presents new experiments with the FNCHC+
heuristic applied to even larger matrices. Gonzaga de Oliveira & Carvalho (2022) showed that
before the proposal of the FNCHC+ heuristic, the GPS algorithm (Gibbs et al., 1976) was the
previous state-of-the-art-heuristic for the bandwidth reduction of large-scale matrices when the
running times were not a crucial aspect in the analysis. Thus, this paper compares the results
of the FNCHC+ heuristic with the results of the GPS algorithm when applied to 32 large-scale
matrices taken from the SuiteSparse matrix collection (Davis & Hu, 2011). SuiteSparse is a
large (and actively expanding) set of sparse matrices originating from real-world applications.
Moreover, SuiteSparse is broadly used by the numerical linear algebra community for the de-
sign and performance evaluation of sparse matrix algorithms, permitting solid and replicable ex-
perimentation since performance results with artificially-generated matrices may be imprecise.
Furthermore, the collection contains an expansive range of application fields, including 2D or
3D geometric domains (computational fluid dynamics, electromagnetics, structural engineering,
thermodynamics, etc.) (Davis & Hu, 2011).

The present study deepens a previous effort (Gonzaga de Oliveira & Carvalho, 2022). Specifi-
cally, this work shows new experiments to compare the results of the FNCHC+ heuristic with the
GPS algorithm when applied to 32 matrices with sizes of up to 24 million rows and columns and
130 million non-null coefficients. To the author’s knowledge, no publication showed results from
a metaheuristic algorithm for bandwidth reduction applied to graphs with such large dimensions.

The remainder of this paper is structured as follows. In Section 2, this study describes the re-
lated work in this field. In Section 3, this paper presents the FNCHC+ heuristic. The article
describes how the study conducted the experiments in Section 4. The study shows and analyzes
the experimental results in Section 5. Finally, the manuscript presents the main conclusions in
Section 6.

2 RELATED WORK

The bandwidth minimization problem originates from the 1950s when structural engineers re-
searched sparse linear system solvers (Livesley, 1960; Chinn et al., 1982; Gonzaga de Oliveira
& Chagas, 2015). Researchers have proposed several heuristic methods for bandwidth reduc-
tion since the 1960s (Gonzaga de Oliveira & Chagas, 2015). This paper considers only the main
recent advances in this section.

Chagas & Gonzaga de Oliveira (2015); Gonzaga de Oliveira & Chagas (2015); Gonzaga de
Oliveira et al. (2018c,b); Gonzaga de Oliveira & Silva (2019, 2020); Gonzaga de Oliveira &
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Carvalho (2022) reviewed the literature. These publications are reported below and indicate the
most relevant heuristics for bandwidth reduction published so far.

One can divide the heuristics for bandwidth reduction into two main categories. The first cate-
gory, reported in Section 2.1, comprises low-cost heuristics based on graph theory concepts, and
the second category, presented in Section 2.2, encompasses metaheuristic algorithms.

2.1 Graph-theory algorithms

Graph-theory heuristic methods for bandwidth reduction are low-cost heuristics primarily em-
ployed to accelerate linear system solvers. Gonzaga de Oliveira & Chagas (2015) examined the
results of several heuristic methods for bandwidth reduction based on graph theory concepts.
Shortly, the most used graph-theory heuristic methods in this field are the Reverse Cuthill-McKee
(RCM) (George & Liu, 1981) and GPS (Gibbs et al., 1976) methods.

Koohestani and Poli (Koohestani & Poli, 2011) employed genetic programming (GP) meta-
heuristic to devise the KP-band heuristic. The approach evolved the RCM method (George &
Liu, 1981) and generated a new heuristic for bandwidth reduction.

Gonzaga de Oliveira et al. (2018c) reported that a reasonable bandwidth reduction accelerates
linear system solvers. Thus, the authors showed that a reverse breadth-first search procedure
with the starting vertex given by the George-Liu algorithm (George & Liu, 1979) (RBFS-GL for
short) is a relevant heuristic to label graph’s vertices of subjacent matrices.

Gonzaga de Oliveira & Silva (2019, 2020) introduced an ant colony hyperheuristic (ACHH) strat-
egy for bandwidth reduction. Specifically, the objective was to accelerate a linear system solver
(Gonzaga de Oliveira & Silva, 2019). The hyperheuristic evolved the RCM, KP-band, RBFS-GL,
and a proposed heuristic named the RLK heuristic. The hyperheuristic approach receives a small
set of small-sized matrices arising from an application field. As a result, the ACHH system gen-
erated a heuristic for the application domain. Thus, the strategy created several expert-level set
reordering heuristics. The approach delivered better results than previous state-of-the-art low-
cost heuristics for bandwidth reduction (RCM, KP-band, RBFS-GL). Gonzaga de Oliveira &
Silva (2021) incorporated a local search into the approach and yielded even better results when
executed with symmetric instances. Thus, when considering the running times as a relevant fea-
ture of the evaluation, the ACHH system (Gonzaga de Oliveira & Silva, 2019, 2020, 2021) is the
current state-of-the-art strategy regarding low-cost heuristics for bandwidth reduction.

2.2 Metaheuristic algorithms

As previously mentioned, the present study concentrates on applications that do not demand a
hard limit on the execution time of the heuristic for bandwidth reduction. These applications
can use metaheuristic algorithms for the problem. The reason is that, in general, metaheuristic
algorithms yield better results than low-cost graph-theory algorithms for bandwidth reduction at
longer running times.
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The development of metaheuristic algorithms for bandwidth reduction began in the 1990s (Cha-
gas & Gonzaga de Oliveira, 2015). Researchers have designed heuristics with the most differ-
ent metaheuristics, including GRASP-PR (Pifana et al., 2004), genetic algorithm (Lim et al.,
2006; Czibula et al., 2013; Pop et al., 2014), simulated annealing (Rodriguez-Tello et al., 2008;
Torres-Jimenez et al., 2015), ant colony optimization (Kaveh & Sharafi, 2009; Pintea et al., 2010,
2012; Czibula et al., 2013; Guan et al., 2019; Gonzaga de Oliveira & Silva, 2019, 2020), variable
neighborhood search (Mladenovic et al., 2010), genetic programming (Koohestani & Poli, 2011),
charged system search algorithm (Kaveh & Sharafi, 2012), colliding bodies optimization (Kaveh
& Bijari, 2015), brain storm optimization (Mafteiu-Scai et al., 2017, 2019), biased random-key
genetic algorithm (Silva et al., 2020), and iterated local search (Gonzaga de Oliveira & Carvalho,
2022).

While traditional metaheuristic algorithms (e.g., Mladenovic et al. (2010); Torres-Jimenez et al.
(2015)) for the problem showed remarkable bandwidth results when applied to very small-sized
matrices (i.e., matrices with sizes of up to approximately 1,000) (Gonzaga de Oliveira et al.,
2016, 2017), these metaheuristic algorithms are very slow (Gonzaga de Oliveira et al., 2018b;
Gonzaga de Oliveira & Silva, 2020; Gonzaga de Oliveira & Carvalho, 2022). A traditional meta-
heuristic algorithm significantly reduces the bandwidth of very small-sized matrices at a high
cost, whereas the other algorithms do not perform well. However, a conventional metaheuris-
tic algorithm takes several orders of magnitude more running time than low-cost graph-theory
heuristics for bandwidth reduction (Gonzaga de Oliveira et al., 2016, 2017, 2018b,c; Gonzaga de
Oliveira & Silva, 2020; Gonzaga de Oliveira & Carvalho, 2022).

The DRSA algorithm (Torres-Jimenez et al., 2015) may be seen as the current state-of-the-art
metaheuristic algorithm for bandwidth reduction when applied to very small matrices with sizes
of up to approximately 1,000 rows and columns. The method surpassed the VNS-band heuristic
(Mladenovic et al., 2010) regarding the quality solution. The VNS-band heuristic was the previ-
ous state-of-the-art metaheuristic algorithm for the bandwidth reduction of very small matrices.
Furthermore, a simulated annealing heuristic (Rodriguez-Tello et al., 2008) was the state of the
practice metaheuristic algorithm for bandwidth reduction before VNS-band.

Lim et al. (Lim et al., 2007) proposed the Node Centroid with Hill Climbing (NCHC) strategy
based on a previous effort (Lim et al., 2006). Furthermore, Lim et al. (Lim et al., 2007) per-
formed a breakthrough scientific paper in metaheuristic algorithms for the bandwidth reduction
of large-scale matrices. The authors proposed the FNCHC heuristic. Furthermore, the method
represents a low-cost implementation of the node-centroid-based strategy to solve the bandwidth
reduction problem. Moreover, the heuristic presented lower running times than traditional meta-
heuristic algorithms for bandwidth reduction (Gonzaga de Oliveira et al., 2018b). To the best of
the author’s knowledge, FNCHC was the first metaheuristic algorithm able to handle medium-
size instances, i.e., graphs with sizes ranging from 100,000 to 1,000,000 (Gonzaga de Oliveira &
Carvalho, 2022) with reasonable running times.

A previous investigation (Gonzaga de Oliveira & Carvalho, 2022) proposed a heuristic method
based on the iterated local search metaheuristic. The authors referred to the new algorithm as
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the ILS-band heuristic. ILS-band dominated FNCHC when applied to large-size matrices, i.e.,
matrices higher than one million.

Gonzaga de Oliveira & Carvalho (2022) also proposed a variant of the FNCHC heuristic. The
authors referred to the new method as the FNCHC+ heuristic. The FNCHC+ heuristic dominated
the FNCHC (Lim et al., 2007), VNS-band (Mladenovic et al., 2010) (and, hence, DRSA), and
ILS-band heuristics concerning the solution quality and running times when applied to large-
scale matrices (Gonzaga de Oliveira & Carvalho, 2022). The FNCHC+ heuristic also surpassed
the resulting heuristics from the ACHH approach (Gonzaga de Oliveira & Silva, 2020) regarding
the quality solution of large-scale matrices. Additionally, the FNCHC+ heuristic outperformed
GPS (Gibbs et al., 1976) concerning the solution quality when applied to matrices with sizes up
to 18,571,154 rows and columns and 57,156,537 non-null coefficients (Gonzaga de Oliveira &
Carvalho, 2022). However, the GPS algorithm provided, in general, better running times in the
experiments. Thus, the present study shows experiments to verify whether the FNCHC+ heuristic
yields better bandwidth results than the GPS algorithm with even larger matrices. Furthermore,
this paper also studies the running times of the heuristic methods.

Without considering the running times, Gonzaga de Oliveira et al. (2018b); Gonzaga de Oliveira
& Silva (2020) showed that the GPS algorithm was the most competitive method to provide
remarkably satisfactory bandwidth results when applied to large-scale matrices. Thus, as previ-
ously mentioned, this paper compares the results of the FNCHC+ heuristic with the results of
the GPS algorithm when applied to 32 large-scale matrices with sizes of up to 24 million rows
and columns and 130 million non-null coefficients. To the best of the author’s knowledge, no
publication presented results from a metaheuristic algorithm for bandwidth reduction applied to
graphs with such large dimensions.

3 THE FNCHC+ HEURISTIC

The FNCHC+ heuristic (Gonzaga de Oliveira & Carvalho, 2022) derived from the FNCHC
heuristic (Lim et al., 2007). Furthermore, FNCHC is a fast implementation of the NCHC heuris-
tic. Therefore, the FNCHC+ heuristic (Gonzaga de Oliveira & Carvalho, 2022) is a variant of the
Node Centroid Hill Climbing (NCHC) heuristic (Lim et al., 2006).

The NCHC approach iterates iy, times. A breadth-first search procedure starting from a random
vertex provides the initial labeling in each iteration. Then, NCHC performs vertex label adjust-
ments for global searches followed by a local search Hill-Climbing procedure. The approach
adjusts vertex labels as a central (named centroid) position regarding its adjacent vertices. After-
ward, the method creates a new ordering applying the Hill-Climbing subroutine to reach a local
optimum. NCHC performs vertex label adjustments and the local search Hill-Climbing procedure
NC,0x times.

As previously mentioned, Lim et al. (Lim et al., 2007) developed a low-cost version of the
NCHC algorithm. The authors referred to the heuristic as the Fast Node Centroid Hill Climbing
(FNCHC) heuristic. FNCHC automatically adjusts parameters according to the matrix size.
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Analogous to the original algorithms, the FNCHC+ heuristic employs a labeling adjustment ap-
proach and a Hill-Climbing procedure to reorder a given matrix. Algorithm 1 shows simplified
pseudocode of the FNCHC+ heuristic. Algorithm 1 creates initial labeling by carrying out the
BFS procedure with a random starting vertex in line 3 of Algorithm 1. The heuristic modifies the
original ordering by adjusting the labeling concerning a given vertex and its neighbors, called the
node centroid, in line 5. The heuristic determines a value for each vertex of the graph representa-
tion of the matrix. The node centroid subroutine provides the values. Subsequently, the heuristic
labels the vertices according to these values in ascending order.

Algorithm 1: The FNCHC+ heuristic (Gonzaga de Oliveira & Carvalho, 2022).
Input: a graph G = (V,E) representation of the input matrix; a labeling S; maximum

number of iterations i,,,,; maximum number of iterations NC,,,, for the
NodeCentroid subroutine; an integer K;
Output: a new labeling S*;
S* <« S;
for (< 1;i<ipgs i< i+1)do
S < Breadth- firstSearchProcedure(S);
for (j< 1, j<NCpaxs j< j+1)do
// the NodeCentroid procedure labels the vertices
S" < NodeCentroid(S);
if (By (G) — Bs+(G) < k) then S’ < HillClimbing(S') ;

| if (By(G) < Bs+(G)) then S* < §';

return S*;

The local search Hill-Climbing subroutine is the bottleneck for the speed of the heuristic method.
Thus, the FNCHC+ heuristic invokes the Hill-Climbing procedure only when a new solution S’
has better (or similar) bandwidth than the best solution S* found so far (see line 6). The heuristic
employs the Hill-Climbing procedure if By (G) — Bs+(G) < k for x € Z. Specifically, x is a
parameter in the algorithm. Thus, the heuristic method invokes the Hill-Climbing procedure only
with promising new solutions because the Hill-Climbing procedure is a high-cost procedure.
Additionally, the maximum number of iterations iy, (see line 2) and the maximum number of
iterations NG,y (see line 4) for the NodeCentroid subroutine are parameters in the FNCHC+
heuristic. Using these parameters appropriately makes it possible to apply the heuristic method
to large-scale matrices yielding satisfactory results (Gonzaga de Oliveira & Carvalho, 2022).

4 DESCRIPTION OF THE TESTS

In addition to the FNCHC+ heuristic, this paper evaluates the results of the GPS algorithm (Gibbs
et al., 1976). This study used the C++ programming language (employing the g++ version 5.4.0
compiler) to code the heuristics for bandwidth reduction analyzed.
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The machine used in the execution of the tests with 32 matrices taken from the SuiteSparse matrix
collection (Davis & Hu, 2011) featured an Intel® Xeon® Gold Scalable Processor (formerly Sky-
lake) 5120 containing 192 GiB of main memory DIMM DDR4 2400 MT/s [Intel; Santa Clara,
CA, United States]. This machine used the Ubuntu 19.10 operating system with Linux kernel
version 5.3.0-64-generic. The SuiteSparse matrix collection contains matrices arising from a di-
versity of areas, including undirected graphs, undirected graphs with communities, undirected
random graphs, undirected multigraph, directed graphs, electromagnetics problems, structural
problems, semiconductor process problems, 2D/3D problem, optimization problem, and circuit
simulation problem. In particular, this study took the matrices from the SuiteSparse matrix col-
lection in order of size of the number of edges starting from the highest graphs used by Gonzaga
de Oliveira & Carvalho (2022).

This study performed three serial runs for each graph and calculated the geometric means. The
heuristics run on each component of the graph.

For each algorithm H applied to each set of matrices, Gonzaga de Oliveira et al. (2018b) proposed
a metric to evaluate the quality of the bandwidth results yielded by the algorithms considered.

For a group composed of N matrices, the publication computed p = Z ﬁ”iﬁ’;’)"’(’) where B (i)

is the bandwidth yielded when using an algorithm H applied to the matrlx I, Bmin (i) is the lowest
bandwidth provided in the matrix i (with the use of the heuristics evaluated and the original
bandwidth). According to this metric, a method that yields consistent bandwidth results performs
better than a heuristic that delivers the best bandwidth when applied to many instances but yields
extremely unsatisfactory results in a few other matrices. Furthermore, when applied to a given
matrix, the best algorithm commonly returns a small 8 even when another heuristic delivers the
best bandwidth result.

The ratio %ﬁz’;’)’"(’) in metric p is not bounded. Specifically, it can be arbitrarily large if a
heuristic performs unsatisfactorily on a given instance i. Although this was the objective, a recent
publication proposed another metric For each algorithm H in each dataset, Gonzaga de Oliveira

etal. (2018a) computed v = z ﬁﬂiﬁ(ﬂ where Byuax (i) is the largest bandwidth yielded in the

Brnax (i

matrix i (with the use of the heurlstlcs evaluated and the original bandwidth). The ratio in metric

v is bounded. Specifically, it ensures 0 < %

max

penalize an algorithm that delivers large bandwidth results.

< 1. The metric v does not excessively

U ()=t min ()
t(8),in (1)

(Gonzaga de Oliveira et al., 2018b Gonzaga de Oliveira & Carvalho, 2022), where t repre-

This study also employs t = ): to evaluate the running times of the heuristics
=1

sents time and s represents seconds. The nonsymmetric matrix A, is added to its transpose ma-
trix AT (A,, +AE). Subsequently, the implementations calculate the bandwidths of the resulting
symmetric matrix [Gonzaga de Oliveira et al. (2018b) shows this strategy in detail].
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5 RESULTS AND ANALYSIS

This section evaluates the bandwidth results yielded by the FNCHC+ heuristic against the GPS
and ILS-band heuristics. Subsection 5.1 summarizes the results delivered by the FNCHC+, GPS,
and ILS-band heuristics in a previous effort (Gonzaga de Oliveira & Carvalho, 2022). Subsection
5.2 presents new results from the FNCHC+ and GPS heuristics. Subsection 5.3 discusses the
calibration of the FNCHC+’s parameters and the running times of the heuristic method.

5.1 Previous results yielded by the most promising alternative algorithms

This subsection describes previous results provided by five alternative algorithms. Subsections
5.1.1,5.1.2, 5.1.3, 5.1.4, and 5.1.5 describes previous results produced by the ACHH, DRSA,
VNS-band, FNCHC, and ILS-band heuristics, respectively. In tables in this subsection,
denotes the original bandwidth of the matrix.

5.1.1 ACHH (Gonzaga de Oliveira & Silva, 2019, 2020, 2021)

As previously mentioned, the ACHH system (Gonzaga de Oliveira & Silva, 2019, 2020, 2021) is
the current state-of-the-art strategy regarding low-cost heuristics for bandwidth reduction when
considering the running times as a pertinent characteristic of the appraisal. Table 1 summarizes
the results presented by a previous effort (Gonzaga de Oliveira & Carvalho, 2022) comparing the
GPS, FNCHC+, ILS-band, and ACHH heuristics when applied to 10 matrices with sizes ranging
from 70,656 to 1,585,478. The authors ran the heuristic methods with a timeout of 1,200 s.

Table 1 — Summary of the results given by GPS, FNCHC+, ILS-band, and ACHH approaches applied to
reduce the bandwidth of 10 matrices contained in the SuiteSparse matrix collection
(Gonzaga de Oliveira & Carvalho, 2022).

Metric Bo GPS | FNCHC+ | ILS-band | ACHH
Number of best results 1 4 3 3 2
p 3151.0 | 0.8 1.1 1.9 2.1
) 8.26 0.08 0.06 0.19 0.19
t — 817 13,989 5,704 0

Table 1 shows that, in general, GPS, FNCHC+, and ILS-band provide overall better bandwidth
results than the resulting heuristic from the ACHH strategy at longer running times, recalling
that the present study concentrates on heuristic methods that yield high bandwidth reductions
and execute at reasonable execution costs. Thus, this computational experiment will not run the
resulting heuristics from the ACHH strategy.
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5.1.2 DRSA (Torres-Jimenez et al., 2015)

As previously mentioned, the DRSA heuristic (Torres-Jimenez et al., 2015) may be seen as the
current state-of-the-art metaheuristic algorithm for bandwidth reduction when applied to very
small matrices with sizes of up to approximately 1,000 rows and columns. The method dominated
VNS-band (Mladenovic et al., 2010) concerning the quality solution at longer running times.
VNS-band was the previous state-of-the-art metaheuristic algorithm for the bandwidth reduction
of very small matrices. However, the DRSA heuristic was at least five times slower than the VNS-
band heuristic to yield the best bandwidth solution (Torres-Jimenez et al., 2015). The DRSA
heuristic returned impressive results when applied to matrices with sizes up to approximately
1,000, whereas other heuristics [GRASP-PR (Pifiana et al., 2004), SA (Rodriguez-Tello et al.,
2008), VNS-band (Mladenovic et al., 2010)] do not perform well. However, Gonzaga de Oliveira
& Silva (2020) revealed that three low-cost heuristic methods [KP-band (Koohestani & Poli,
2011), RCM (George & Liu, 1981), and RBFS-GL (Gonzaga de Oliveira et al., 2018c)] yielded
better bandwidth results than the DRSA heuristic did when applied to matrices with sizes of
approximately 5,000. The appraisal (Gonzaga de Oliveira & Silva, 2020) considered the running
times as a crucial aspect of the analysis. Thus, the high execution costs make the metaheuristic-
based algorithm unfeasible for sparse large-scale matrix factorization. One can also add other
problems related to matrix factorization. This situation occurs when the context involves large-
scale instances of the problem. Consequently, a traditional metaheuristic algorithm for bandwidth
reduction is not practical for large-scale matrix processing (i.e., matrices with more than one
million lines and columns) (Gonzaga de Oliveira & Carvalho, 2022).

5.1.3 'VNS-band (Torres-Jimenez et al., 2015)

A previous effort (Gonzaga de Oliveira & Carvalho, 2022) showed that the VNS-band heuristic
(Mladenovic et al., 2010) predominantly delivers high-quality solutions when applied to very
small-sized matrices (Mladenovic et al., 2010) (i.e., matrices with sizes of approximately 1,000).
However, Gonzaga de Oliveira & Carvalho (2022) showed that this metaheuristic-based algo-
rithm did not produce competing results when applied to small-sized matrices (ranging from
5,940 to 112,985). The authors executed the VNS-band heuristic with a timeout several times
longer than the FNCHC+, GPS, ILS-band, and FNCHC heuristics. The publication showed that
the four heuristics delivered a higher number of best results than the VNS-band heuristic at lower
execution costs. Since Gonzaga de Oliveira & Carvalho (2022) showed that FNCHC+, GPS, ILS-
band, and FNCHC dominated VNS-band concerning solution quality and running times when
executed with small-sized matrices, the present study will not apply the VNS-band heuristic to
large-scale matrices.

5.1.4 FNCHC (Lim et al., 2007)

The FNCHC heuristic (Lim et al., 2007) delivered overall better results than the ILS-band heuris-
tic when applied to 172 small-sized matrices (with sizes ranging from 5,940 to 112,985) at longer
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running times (Gonzaga de Oliveira & Carvalho, 2022). Gonzaga de Oliveira & Carvalho (2022)
also applied the FNCHC heuristic to 25 large-scale matrices, i.e., matrices with more than one
million lines and columns. The authors aborted executions higher than 1,200 s. Some executions
of the FNCHC heuristic took more than two hours. It is not practical to wait hours for the so-
lution of a heuristic method. Furthermore, Gonzaga de Oliveira & Carvalho (2022) aborted 23
out of 25 executions with the FNCHC heuristic. Thus, the publication showed that the FNCHC
heuristic (Lim et al., 2007) is impractical for large-scale matrices. On the other hand, the authors
aborted only 4 out of 76 executions of the ILS-band heuristic when applied to large-scale ma-
trices. Furthermore, the authors showed that FNCHC+, GPS, and ILS-band dominated FNCHC
when applied to large-scale matrices.

5.1.5 1ILS-band (Gonzaga de Oliveira & Carvalho, 2022)

Gonzaga de Oliveira & Carvalho (2022) showed that the ILS-band heuristic dominated previous
state-of-the-art metaheuristic algorithms when applied to large-scale matrices. Then, this sec-
tion summarizes the results yielded by the ILS-band, GPS, and FNCHC+ heuristics provided by
Gonzaga de Oliveira & Carvalho (2022).

Large-scale symmetric matrices. Table 2 reproduces the results presented by Gonzaga de
Oliveira & Carvalho (2022) comparing the FNCHC+, ILS-band, and GPS heuristics when ap-
plied to 45 symmetric matrices with sizes ranging from 1,000,000 to 18,571,154. The authors
aborted four executions with each ILS-band and GPS because the runs took more than 1,200
s. Moreover, the study aborted another execution with the GPS algorithm. The method could
not run because of high memory usage (more than 15 GB). Thus, Gonzaga de Oliveira & Car-
valho (2022) calculated the metrics p and v associated with the FNCHC+, ILS-band, and GPS
heuristics with 45, 41, and 40 matrices, respectively, recalling that the metrics are smaller using
fewer instances. Even so, Table 2 shows that the FNCHC+ heuristic delivered better results than
the ILS-band and GPS heuristics at longer running times. Furthermore, metric p in Table 2 re-
veals that the ILS-band heuristic provided slightly better results than the GPS algorithm at longer
running times.

Table 2 — Summary of the results delivered by the FNCHC+, ILS-band, and GPS heuristics applied to
reduce the bandwidth of 45 large-scale symmetric instances (Gonzaga de Oliveira & Carvalho, 2022).

Metric 5 FNCHC+ | ILS-band GPS
0 Bl | B ] Bt
Number of best results 3 29 5 9 8 8 32
P 41,852.99 | 1.39 4.49 4.53
dt 915 560 84
v an 35.6 0.3 04 0.8

Gonzaga de Oliveira & Carvalho (2022) aborted executions with ILS-band when applied to the
three highest large-scale graphs (containing more than 16 million vertices and more than 38
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million edges) employed in the testbed because the heuristic took more than 1,200 s. Thus, the
publication did not execute ILS-band with larger graphs. On the contrary, the FNCHC+ heuristic
delivered satisfactory results in runs with these matrices.

Large-scale nonsymmetric matrices. Table 3 reproduces the results presented by Gonzaga
de Oliveira & Carvalho (2022) comparing the FNCHC+, ILS-band, and GPS heuristics when
applied to 31 nonsymmetric matrices with sizes ranging from 1,000,005 to 9,845,725. The au-
thors aborted eight executions with GPS because the runs took more than 1,200 s. Thus, Gon-
zaga de Oliveira & Carvalho (2022) calculated the metrics p and v associated with the GPS
heuristics with only 23 matrices. As previously mentioned, the metrics are smaller using fewer
instances. Even so, the table shows that the FNCHC+ heuristic delivered better results than the
GPS algorithm at higher execution costs. Furthermore, the table reveals that the FNCHC+ heuris-
tic surpassed the ILS-band heuristic concerning solution quality and running times. Moreover,
metrics p and v in Table 3 shows that the GPS algorithm delivered better results than the ILS-
band heuristic, recalling that the study used 23 matrices to compute the metrics associated with
the GPS algorithm and employed 31 instances to calculate the metrics related to the ILS-band
heuristic.

Table 3 — Summary of the results delivered by the FNCHC+, GPS, and ILS-band heuristics applied to
reduce the bandwidth of 31 large-scale nonsymmetric matrices contained in the SuiteSparse matrix
collection (Gonzaga de Oliveira & Carvalho, 2022).

FNCHC+ GPS ILS-band

Metri
etric Bo B . B : B .
Number of best results 0 21 10 4 11 6 10
P 1440 | 1.5 4.6 54.8
dt 242 4 1
v an 20 |07 06 | 8| sa |

Gonzaga de Oliveira & Carvalho (2022) showed that ILS-band presented difficulties in delivering
results in less than 1,200 seconds when applied to the highest nonsymmetric matrix (wb-edu)
employed in the testbed, composed of almost 10 million rows and columns and more than 57.1
million non-null coefficients. Thus, the authors did not execute ILS-band with higher instances.
In contrast, FNCHC+ produced a satisfactory bandwidth result when applied to this test problem.

Discussion: FNCHC+ x ILS-band. Table 2 and 3 show that the FNCHC+ heuristic surpassed
the ILS-band heuristic when applied to 76 large-scale matrices. Specifically, Table 3 reveals that
FNCHC strongly dominated ILS-band concerning solution quality and running times when ap-
plied to large-scale nonsymmetric matrices. Although metric t in Table 2 shows that the FNCHC+
heuristic took longer running times than the ILS-band heuristic when executed with large-scale
symmetric matrices, Gonzaga de Oliveira & Carvalho (2022) aborted four executions with ILS-
band when applied to some of these instances because the runs took more than 1,200 s. Thus,
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the publication also showed that FNCHC+ dominated ILS-band regarding solution quality and
execution costs when executed with large-scale symmetric matrices. Consequently, the present
study will not apply the ILS-band heuristic to larger matrices.

Discussion: FNCHC+ x GPS. Table 2 and 3 show that the FNCHC+ heuristic delivered better
results than the GPS algorithm at higher execution costs when applied to 76 large-scale matrices.
Metric v in Table 3 reveals that the GPS algorithm (v = 0.6) delivered slightly better results
than the FNCHC+ heuristic (v = 0.7). However, the study computed the metric with results
provided by the GPS heuristic when applied to 23 out of 31 large-scale nonsymmetric matrices.
The reason was that the heuristic method executed longer than 1,200 seconds when applied to
eight large-scale nonsymmetric matrices. Thus, the present computational experiment compares
the results of the FNCHC+ heuristic with the results of the GPS algorithm when applied to even
larger matrices. Therefore, Subsection 5.2 shows new experiments to evaluate the results of the
FNCHC+ and GPS heuristics when applied to matrices with sizes up to 24 million rows and
columns and 130 million non-null coefficients.

5.2 New results yielded by the FNCHC+ and GPS heuristics applied to matrices with sizes
up to 24 millions

This section evaluates the bandwidth results returned by the FNCHC+ heuristic against the GPS
algorithm. Table 4 shows the results delivered by the FNCHC+ and GPS heuristics when applied
to 32 large-scale matrices. The table highlights in boldface the best results.

The GPS algorithm executed longer than 1,500 s when applied to the matrices nlpkkt120,
ML _Geer, and Flan_1565. As previously mentioned, waiting a long time for a heuristic for band-
width reduction is not acceptable. Thus, the study aborted the executions. Gonzaga de Oliveira &
Carvalho (2022) noted that the problem of the GPS algorithm was in the step that finds the first
of two pseudo-peripheral vertices. In these test cases, the study circumvented the problem using
the George-Liu algorithm (George & Liu, 1979) in this step instead of employing the original
algorithm. In particular, the study did not execute a GPS-GL heuristic to all matrices because the
original GPS algorithm yields better bandwidth results at longer running times than this variant.
However, even the GPS-GL algorithm ran longer than 1,500 s when executed with the matri-
ces circuitSM, channel-500x100x100-b050, kron_g500-logn20, and Bump_2911. Oppositely, the
FNCHCH+ heuristic yielded high-quality solutions at a low cost in executions with these test prob-
lems. Metrics p and v in Table 4 show that the FNCHC+ heuristic returned predominantly better
bandwidth results than the GPS algorithm. The study used only 28 results to calculate the metrics
because the computational experiment aborted four executions with the GPS algorithm.

This study employed the Wilcoxon matched-pairs signed-rank test to evaluate the bandwidth re-
duction delivered by the FNCHC+ and GPS algorithms. The null hypothesis for the test was
that the methods delivered identical bandwidth results, i.e., the median difference was zero.
The alternative hypothesis was that the median difference was positive. Thus, the study used
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Table 4 — Bandwidths delivered by the FNCHC+ and GPS heuristics executed to reduce the bandwidth of
32 large-scale instances [t represents time, s represents seconds, T indicates that the study aborted runs
longer than 1,500 seconds].

Matrix n |E| GPS t(s) | FNCHC+ | t(S) | Kyimax>NCpax
kron_g500-logn20 | 1,048,576 | 89,239,674 T 1 706513 | 25 1,1,1
dielFilterV3real | 1,102,824 | 89,306,020 | 30314 | 135 23441 | 51 10,10,10
hollywood-2009 | 1,139,905 | 113,891,327 | 814891 | 778 | 761533| 50 1,1,1
Serena | 1,391,349 | 65,923,050 | 119984 | 43 77391 | 52 10,10,10
Geo_1438 | 1,437,960 | 64,594,650 | 30623 |1082 24356 | 39 10,10,10
Long Coup_dt0 | 1,470,152 | 88,559,144 | 32735| 104 35477 629| 40,40,40
Long_Coup_dt6 | 1,470,152 | 88,559,144 | 32735| 104 35477 | 629| 40,40,40
Hook_1498 | 1,498,023 | 62,415,468 29033 59 26659 | 42 10,10,10
ML _Geer | 1,504,002 | 110,879,972 4667 | 105 4841 | 801 30,30,30
Flan_1565 | 1,564,794 | 118,970,838 17328 | 205 19196 | 458 | 30,30,30
vas_stokes 2M | 2,146,677 | 65,129,037 | 118855| 370 | 109327 | 593| 30,30,30
Cube_Coup_dt0 | 2,164,760 | 129,370,904 | 31526 | 955 30331 | 503| 30,30,30
Cube_Coup_dt6 | 2,164,760 | 129,370,904 | 31526 | 1147 30331 | 505| 30,30,30
Bump 2911 | 2,911,419 | 130,641,318 T T 70379 5 0,1,1
nlpkkt120| 3,542,400 | 100,388,192 | 86876 | 951 54658 | 65 10,10,10
com-LiveJournal | 3,997,962 | 69,362,378 | 2186870 | 161 | 2154624 74 1,1,1
rggn222s0| 4,194,304 | 60,718,396 6549 | 118 5637 | 96 10,10,10
channel-500x100x100-b050 | 4,802,000 | 85,362,744 T T 23879 | 74 10,10,10
soc-LiveJournall | 4,847,571 | 68,993,773 |3066903 | 770 | 2336099 | 755| 20,20,20
cagel5| 5,154,859 | 99,199,551 | 420177 | 526| 417647 |1057| 30,30,30
ljournal-2008 | 5,363,260 | 79,023,142 | 2714967 | 850 | 2504915| 705| 20,20,20
circuitSM | 5,558,326 | 59,524,291 T T 4224322 8 1,1,1
rggn223.s0| 8,388,608 | 127,002,786 9605 | 443 7861|1134 30,30,30
hugetrace-00010 | 12,057,441 | 36,164,358 3954 | 495 3837|1381 | 20,15,100
road_central | 14,081,816 | 33,866,826 5526 | 253 6082 | 1079 10,30,40
hugetrace-00020 | 16,002,413 | 47,997,626 6238 | 552 5086 | 577 10,10,40
delaunay_n24 | 16,777,216 | 100,663,202 | 21307 | 484 22725 | 743| 20,20,20
hugebubbles-00000 | 18,318,143 | 54,940,162 4404 | 757 4391 | 1468 5,20,5
hugebubbles-00010 | 19,458,087 | 58,359,528 4161 | 843 5180 | 240 10,10,10
hugebubbles-00020 | 21,198,119 | 63,580,358 3984 | 871 4582 | 913| 20,20,20
GAP-road | 23,947,347 | 57,708,624 6902 | 687 6731 | 856| 20,20,20

road_usa | 23,947,347 | 57,708,624 6902 | 691 6731 | 848 | 20,20,20
Number of best results 8 16 24 16 —

P —1 3.13 —1 0.87 —

) —1 2.38 —1 0.77 —

t —| 602 —1 28 —
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a two-tailed test because the study did not specify a direction. Additionally, the study needed
to determine if there was any difference between the groups compared (i.e., the possibility of
positive or negative differences). In this case, Ry =436 and R_ = 92. The test statistic is, there-
fore, T =92 < T, it(a=0.001,32) = 94. The study presented statistically significant evidence at
a = 0.001 (i.e., the significance level of 0.001 is related to the 99.9% confidence level) to show
that the median difference is positive. This result means that the FNCHC+ heuristic surpassed
the GPS algorithm. At a significance level of 0.01, p-value is 0.00128.

Figure 1 shows the number of best results and metrics t, p, and v computed with the band-
width results returned by the two heuristics. The study used 1,500 s as the running time of the
GPS algorithm when applied to the matrices circuit5SM, channel-500x100x100-b050, kron_g500-
logn20, and Bump_2911 to calculate metric t. Thus, Table 4 and Figure 1 show that the FNCHC+
heuristic surpassed the GPS algorithm regarding the output solution quality and running times.
Moreover, each algorithm returned 16 times the best running time. However, metric t in Table 4
and Figure 1 reveals that the FNCHC+ heuristic was faster than the GPS algorithm.

B Mumber of best results — Metric t

Metric p — Metric v
602

FNCHC+ GPS

Figure 1 — Results yielded by the FNCHC+ and GPS heuristics executed to reduce the bandwidth of 32
large-scale matrices. Metric t reveals that the FNCHC+ heuristic executed predominantly at shorter
running times than the GPS algorithm.

5.3 Parameter calibration and running times

An advantage of the FNCHC+ over the GPS algorithm is that, through the parameters, one can
control the solution quality and running times. This study performed some tests to calibrate the
parameters of the FNCHC+ heuristic for each test problem. However, the study did not run the
FNCHC+ heuristic with even better parameters when this heuristic delivered the best results.
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Therefore, the heuristic method can likely yield even better results at shorter running times if
applied to those matrices with more calibrated parameters.

The running time of the FNCHC+ heuristic depends on the size of the input matrix and the
parameters K, i;qyx, and NCp,qy,. The larger the parameter x, the more calls are made to the high-
cost local search HillClimbing. In particular, HillClimbing is the subroutine with the highest
execution cost. The parameter i,,,,, determines the number of iterations in Algorithm 1. Finally,
the NC,,.x parameter defines the number of calls to the NodeCentroid subroutine. The study did
not calibrate the parameters of the FNCHC+ heuristic for runs with matrices in which the GPS
algorithm did not return results, as with the matrices kron_g500-logn20, Bump_-2911, channel-
500x100x100-b050, and circuitSM. The study set the three parameters to 1 in these test cases.
With other matrices, it was possible to set the parameters of the FNCHC+ heuristic to 10 or
20. Hence, FNCHC+ obtained better bandwidth results than the solutions returned by the GPS
algorithm. As previously mentioned, one can choose better parameters for the FNCHC+ heuristic
to achieve even better results. Thus, the execution times of the FNCHC+ heuristic shown in Table
4 alternate between high and low running times because they mainly depend on the established
parameters.

Figure 2 shows the running times of the FNCHC+ heuristic applied to eight matrices using similar
parameters (k € {20,30}, imax € {15,30}, and NC,qx € {30,100}). The figure shows that, with
similar parameters, the running time of the FNCHC+ heuristic is approximately linear in the
number of vertices of the input graph, although more calls to the local search procedure increase
the running time of the heuristic. Furthermore, the running times of the heuristic are much longer
than the running times of a graph-theory algorithm, such as the resulting heuristics from the
ACHH approach, because the FNCHC+ heuristic has much more code.

6 SUMMARY AND CONCLUSIONS

Gonzaga de Oliveira & Carvalho (2022) showed that the FNCHC+ heuristic delivered better
bandwidth results than the GPS algorithm at higher execution costs when applied to matrices
with sizes up to 18,571,154 rows and columns and 57,156,537 non-null coefficients. The present
study provided further experiments with these two heuristics. The investigation performed ex-
tensive experiments on large-scale problem matrices with sizes up to 23,947,347 (GAP-road,
road_usa) rows and columns and 130,641,318 (Bump_2911) non-null coefficients. The FNCHC+
heuristic surpassed the GPS algorithm concerning the quality solution and running times with
matrices with such sizes. In particular, the FNCHC+ heuristic computed the matrix Bump_2911
in 5 seconds, whereas the GPS algorithm took more than 1,500 seconds in this matrix. Thus,
the study aborted the execution. To the best of the author’s knowledge, no other metaheuristic
algorithm for bandwidth reduction that computes matrices of such a dimension in a acceptable
time exists in the literature.

The FNCHC+ heuristic is fast because it employs a different strategy from traditional meta-
heuristic algorithms. Instead of calling the high-cost local-search HillClimbing algorithm at each
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Figure 2 — Running times of the FNCHC+ heuristic applied to eight large-scale matrices.

iteration, as performed in conventional metaheuristic algorithms, the FNCHC+ heuristic invokes
the Hill-Climbing subroutine only when the approach finds a promising solution. This strategy
means that the FNCHC+ heuristic invokes the Hill-Climbing subroutine only when a new so-
lution provides better (or similar) bandwidth than the best solution found so far. Furthermore,
by controlling the number of calls to the local search procedure, the number of iterations, and
the number of calls to the Node Centroid subroutine, the FNCHC+ heuristic yielded satisfactory
results at short running times when applied to large-scale instances.

The results showed that the FNCHC+ heuristic provided, in general, better bandwidth results at
shorter running times than the GPS algorithm when applied to 32 large-scale matrix testbeds.
For this reason, one can conclude that the FNCHC+ heuristic provides a high rate of bandwidth
reduction of large-scale matrices at a reasonable running time. Thus, one can consider that the
FNCHC+ heuristic is currently the state-of-the-art metaheuristic algorithm for the bandwidth
reduction of large-scale matrices.

Researchers solve very large-scale problems today with the use of parallel computations. Mas-
sive problems in the present day are in the order of billions of degrees of freedom [see Gonzaga
de Oliveira & Carvalho (2022) and reference therein]. A future study will investigate the influ-
ence of orderings in parallel implementations using OpenMP and Message Passing Interface sys-
tems. Another future step in the study is a systematic review of parallel heuristics for bandwidth
reductions.
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