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Abstract: Multirotors Aerial Vehicles are special class of Unmanned Aerial Vehicles 
with many practical applications. The growing demand for this class of aircraft 
requires tools that speed up their development. Simulated environments have gained 
increasing importance, as they facilitate testing and prototyping solutions, where virtual 
environments allow real-time interaction with simulated models, with similar behavior 
to real systems. More recently, the use of Augmented Reality has allowed an increasing 
experience of immersion and integration between the virtual world and a real scenario. 
This work proposes the use of Augmented Reality technology and a simulated model 
of a multirotor to create an interactive flight environment, aiming to improve the user 
experience in the analysis of simulated models. For this purpose, a smartphone was 
adopted as a hardware platform, a game engine is used as a basis for the development 
of the Augmented Reality application, that represents a numerical simulation of the 
flight dynamics and the control system of a multirotor, and a game controller is adopted 
for user interaction. The resulting system demonstrates that Augmented Reality is a 
viable technology that can be used to increase the possibilities of evaluating simulated 
systems.

Key words: augmented reality, mav, uav, simulation, quaternion attitude control.

INTRODUCTION
The Multirotor Aerial Vehicles (MAV), which are a special class of Unmanned Aerial Vehicles (UAVs), 
are rotary-wing aircrafts capable of hover in the air, and vertical take-off and landing (Bresciani 
2008, Mahony et al. 2012, Idrissi et al. 2022). Currently, its use is already common in civil and military 
applications and a growing demand for new developments has required more and better tools for 
rapid prototyping of new ideas and uses. As detailed in Mairaj et al. (2019), the use of simulation 
environments is consolidating as a suitable tool for this scenario, since it provides possibilities for 
rapid evaluation of dynamics behavior and control strategies for different conditions. 

Scientific and industrial research has used numerical simulation combined with high fidelity 
models for analysis of theoretical and practical aspects of dynamical systems (Jalon & Bayo 1994). The 
growth of computational processing power is allowing the use of real-time simulation of increasingly 
complex systems and their visualization through Computer Generated Images (CGI). In general, this 
strategy speeds up the understanding of the behavior of the system (Radu 2014, Khandelwal et al. 
2019), minimizes the risk of damage to the device and reduces the total cost of the project. 

In the CGI field, the Extended Reality (XR) is term that embraces the Augmented Reality (AR), Mixed 
Reality (MR), and Virtual Reality (VR) technologies. It is becoming common practice to incorporate 
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this class of tools for visualization and interaction with simulated systems into the research and 
development pipeline. The development and use of XR technologies requires the use of CGI aided 
by specialized hardware to allow the integration and interaction of virtual objects into real-world 
scenarios (Carmigniani & Furht 2011, Asaad 2021). To distinguish between variants of XR technologies, 
in VR the user is immersed into an interactive three-dimensional (3D) world, the AR provides an 
indirect live view of the physical world with 3D objects added to it and the MR is an AR environment 
where the 3D objects comprehend and interact with the real world. 

The AR enhances the user’s perception of reality, and it is characterized by three properties 
(Azuma 1997): i) combines real and virtual; ii) interactive in real-time; and iii) it is registered in 3D. Its 
long-term development encompasses the use of several strategies for blending virtual objects with 
the real world. In the early stages, the available computer processing power imposed restrictions to 
the task of 3D registration (Azuma 1997, Azuma et al. 2001, Billinghurst et al. 2015). These techniques 
have evolved from approximate formulations or the use of artificial markers to robust computer 
vision strategies (Hoff et al. 1996, Kato & Billinghurst 1999, Kuppala et al. 2020).

The development of AR-related technologies requires the use of hardware devices suited to 
the type of user experience desired in conjunction with a software platform capable of integrating 
signal and image processing with CGI processing tools. The required hardware for the AR experience 
depends on the application, which can range from a single camera to environments prepared with 
motion sensors, and specialized accessories (e.g. glasses, game controller and motion capture 
systems). Consisting of cameras, accelerometer, rate gyro, magnetometer, a high-quality display, 
a powerful processor unity and, also, encapsulated in a thin and lightweight device, smartphones 
has become a prominent platform for the development of AR applications. Game engines provide 
tools for manipulating 3D objects and were created to streamline the creation of games, but they 
also gained importance in the creation of interactive virtual environments in other areas, such as 
architecture, entertainment and engineering. More recently, game engines have added tools for 
developing AR applications (Linowes & Babilinski 2017, Khandelwal et al. 2019, Nowacki & Woda 2020, 
Asaad 2021), such as Vuforia (PTC 2022), Apple AR (Apple 2022)  and Google AR (Google 2022), which is 
helping to popularize AR applications through the availability of standardized development tools and 
ease of exporting an application to various hardware platforms (e.g. desktop, mobile and embedded 
computers).

In this way, combining the possibilities arising from AR tools with the demand for new UAV 
applications, the scope of this work is to develop an AR visualization system for a simulated MAV, 
enabling an interactive and real-time user control of the simulation, using a smartphone as a 
hardware platform and a game engine to support the AR application. 

MATERIALS AND METHODS
This section is dedicated to describing the proposed system and begins by presenting an overview 
of the modules that compose it, describes the notation adopted for the mathematical formulation, 
describes the MAV Simulation Module in its details and, finally, explains the Module of Augmented 
Reality and how it is used to present the simulation.
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System description
The system is composed by two modules: the MAV simulation module and the AR Visualization 
Module. The MAV simulation module comprises the MAV dynamics, its attitude and position control, 
and receive the external game controller commands. The AR Visualization Module maintains the 
estimation of the user position in the scenario, update the relative pose of the 3D objects, and 
merges a coherent vision of the virtual elements with the real scenario in a single image to be 
present to the user.

For the MAV simulation, a MATLAB/Simulink® (version 2020a) simulation environment is 
performed on a desktop computer with a (soft) real-time execution constraint, to ensure the user 
experience compatible with the real MAV. Developed with the ARToolkit®, from the Unity 3D® game 
engine (version 2020.2.1f1), the AR visualization runs on a smartphone. The communication between 
the two modules is via a WiFi connection, and the gamepad controller is connected to the desktop 
computer by a 2.4 GHz wireless adapter, as shown in Figure 1a, b.

The smartphone is fixed on top of the game controller and its screen is used to view the AR 
projection. The AR projection is made on images of the local environment, captured with the rear 
camera of the smartphone. The game controller establishes wireless communication with the 
simulation, allowing the user to move freely in the real world.

A reliable communication is established between the simulation module and the AR Visualization 
Module through a TCP protocol, where a TCP server is started at the AR application (at the smartphone), 
listening a configurable TCP port.

The hardware utilized for the development and execution of the tests is composed by: a notebook, 
with an i5 processor and 16 Gb of RAM, running a Windows 11 operating system; a smartphone, model 

Figure 1. General description of the interaction and control of the AR system. a) Diagram of interaction between 
the AR visualization module, the simulation module and the game controller. b) Description of MAV navigation 
commands adopted on the game controller. 
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Poco X3 NFC, running the Android operating system (version 11); and an Ípega gamepad controller, 
model PG-9076.

Notation
Defining the previous conventions and notations, scalars are represented by italic letters (​a ∈ ℝ​), 
algebraic column vectors (​a ∈ ​ℝ​​ n​​) and and matrices (​A ∈ ​ℝ​​ p×q​​) are represented by bold letters. 
Transpose matrices are indicated by ​​A​​ T​​, and inverse matrices are denoted by ​​A​​ −1​​. An identity matrix ​​I​ n​​ ∈ ​
ℝ​​ n×n​​ is a square matrix with ones on the main diagonal and zeros elsewhere. A Cartesian Coordinate 
System (CCS) with the origin ​A​ is denoted by ​​𝒮​ A​​​, whilst a Direction Cosine Matrix (DCM) ​​D​​ B/A​ ∈ SO​(3)​​ 
converts a vector projection representation from ​​𝒮​ A​​​ to ​​𝒮​ B​​​ (Markley & Crassidis 2014, p. 45). The ​SO​
(3)​​ is the special orthogonal group of order 3, this implies that ​​D​​ A/B​ = ​​(​D​​ B/A​)​​​ T​ = ​​(​D​​ B/A​)​​​ −1​​. Furthermore, ​
q ≜ ​​[​q​ 1:3​ 

T ​ ​q​ 4​​]​​​ 
T​ ∈ ​ℝ​​ 4​​ is a quaternion of unitary norm adopted for attitude parametrization (Markley & 

Crassidis 2014, p. 28), for which: ​​q​​ T​ q = 1​; ​​​q​ 1:3​​ ≜ ​[​​ ​q​ 1​​ ​q​ 2​​ ​q​ 3​​ ​​]​​​​ 
T​ = 𝛆sin​(ϑ / 2)​ ∈ ​ℝ​​ 3​​​; ​​q​ 4​​ ≜ cos​(ϑ / 2)​ ∈ ℝ​; 

being ​𝛆 ∈ ​ℝ​​ 3​​ the unitary Euler axis vector, and ​ϑ ∈ ℝ​ the Euler angle of rotation (Markley & Crassidis 
2014, p. 45). The parametrization of a DCM by ​q​ is defined by:

	​ ​D​​ B/A​​(q)​ ≜ ​(​q​ 4​ 
2​ − ​∥​q​ 1:3​​∥​)​ ​I​ 3​​ − 2 ​q​ 4​​​[​q​ 1:3​​ ×]​ + 2 ​q​ 1:3​​ ​q​ 1:3​ 

T ​​.	 (1)

The product of a pair of quaternions ​​q​​ A​​ and ​​q​​ B​​ can be represented by the following matrix 
product (Markley & Crassidis 2014):

	​ ​​q​​ A​ ⊗ ​q​​ B​ = ​[​q​​ A​ ⊗]​ ​q​​ B​​  = ​
[

​
​q​ 4​ 
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A ​ ×]​
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​​
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 ​

⎤

 ⎥ 

⎦

​,​​	 (2)

where the skew-symmetric matrix version ​​[u ×]​​ of a vector ​u = ​​[​u​ 1​​ ​u​ 2​​ ​u​ 3​​]​​​ 
T​ ∈ ​ℝ​​ 3​​ is given by: 

	​ ​[u ×]​ ≜ ​

⎡
 ⎢ 

⎣
​ 
1
​ 

− ​u​ 3​​
​ 

​u​ 2​​
​  ​u​ 3​​​  1​  − ​u​ 1​​​  

− ​u​ 2​​
​ 

​u​ 1​​
​ 

1
  ​

⎤
 ⎥ 

⎦
​ ∈ ​ℝ​​ 3×3​.​	 (3)

We also present here some properties for manipulating quaternion numbers, required for further 
development: (P1) ​​(​q​​ A​ ⊗ ​q​​ B​)​ ⊗ ​q​​ C​ = ​q​​ A​ ⊗ ​(​q​​ B​ ⊗ ​q​​ C​)​​; (P2) ​​I​ q​​ ≜ ​​[0  0  0  1]​​​ T​​ is the identity quaternion, for 

which ​​I​ q​​ ⊗ q = q ⊗ ​I​ q​​ = q​; (P3) ​​∥q∥​ ≜ ​
​

 √ 
______________

  ​q​ 1​ 
2​ + ​q​ 2​ 

2​ + ​q​ 3​ 
2​ + ​q​ 4​ 

2​ ​​ is the quaternion norm; (P4) ​​q​​ *​ = ​​[− ​q​ 1:3​ 
T ​ ​q​ 4​​]​​​ 

T​​ 
is the conjugated quaternion; and (P5) ​​q​​ −1​ ≜ ​q​​ *​ / ​​∥q∥​​​ 2​​ is the inverse of any quaternion having nonzero 
norm, where ​​q​​ −1​ ⊗ q = q ⊗ ​q​​ −1​ = ​I​ q​​​. It is also considered the Euler angles vector ​𝛂 = ​​[ϕ  θ  ψ]​​​ T​ ∈ ​
ℝ​​ 3​​, in the sequence 1-2-3, to obtain the game controller commands and to interact with the AR 
Visualization Module. These angles represent, respectively, the roll, pitch and yaw of the MAV and they 
are converted to the quaternion representation and obtained from a quaternion, by the following 
relations1 (Markley & Crassidis 2014):

1   To calculate the values of ​arctan​(⋅)​​ it is preferable to use numeric functions of the type atan2(numerator, denominator).
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	​ q ≜ ​
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MAV simulation module
The simulation module comprises the simulation of the dynamics and the control system, using the 
inputs given by the user with the game controller. To evaluate AR Visualization Module an altitude 
and attitude control strategy is proposed, and a schematic view is presented in Figure 2.

The MAV dynamics modeling adopts two CCSs: ​​𝒮​ R​​​ is the reference frame, fixed at the initial 
position with the x-axis pointing forward, z-axis pointing upward and y-axis completing the right-
handed rule; and ​​𝒮​ B​​​ is the body-fixed frame, that is positioned at the MAV center of mass and it is 
initially aligned with ​​𝒮​ R​​​. Figure 3a presents the modeled 3D MAV, used in the simulation. All the 3D 
objects used were modeled with Blender 3D (release 3.1.2). Figure 3b shows the alignment of ​​𝒮​ B​​​ with 
the vehicle body, from a top view perspective.

MAV Dynamics
According with Stevens et al. (2015), the flat-Earth equation of motion for any rigid-body adopts the 
following simplifications: (i) the Earth frame is an inertial reference frame; (ii) position is measured 
in a tangent-plan coordinate system; and (iii) the gravity vector is normal to the tangent plane and 
constant in magnitude. The MAV dynamics is modeled by a set of nonlinear differential equations 

Figure 2. Representation of the MAV simulation module, composed by the simulation of dynamics and control from 
the commands obtained from the game controller. 
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and this work adopts the following model (Bresciani 2008, Oliveira 2011, Mahony et al. 2012, Stevens 
et al. 2015):

	​ ​

⎡

 ⎢ 

⎣

​ 

​w ˙ ​

​ 

​​r ˙ ​​ R​​

​ ​​v ˙ ​​ B​​​ 
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​​𝛚 ˙ ​​ B​​

​

⎤

 ⎥ 

⎦

​ = ​
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⎣
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C ​ + ​D​​ B/R​​(q)​ ​F​ R​ 

g ​ − ​μ​ d​​ ​v​ B​​)​ − ​[​𝛚​ B​​ ×]​ ​v​ B​​​  

​ 1 _ 2​ 𝚵​(q)​ ​𝛚​ B​​

​  

​J​​ −1​​(​T​ B​ 
C ​ − ​[​𝛚​ B​​ ×]​J ​𝛚​ B​​)​

  ​

⎤

 ⎥ 

⎦

​,​	 (6)

with the state vector and the input vector being defined by:

	​ x ≜ ​​[​w​​ T​ ​r​​ T​ ​q​​ T​ ​𝛚​​ T​]​​​ T​ ∈ ​ℝ​​ 14​,​	 (7)

	​ u ≜ ​ 
_

 w​ ∈ ​ℝ​​ 4​,​	 (8)

where ​w ≜ ​​[​w​ 1​​ ​w​ 2​​ ​w​ 3​​ ​w​ 4​​]​​​ 
T​ ∈ ​ℝ​​ 4​​ are the instantaneous rotation speed of the propellers, with ​​w​ j​​ ∈ ​

[0, ​w​ max​​]​​, for ​j = 1, … , 4​; ​​w​​ ‾ ​ ≜ ​​[​​w​​ ‾ ​​ 1​​ ​​w​​ ‾ ​​ 2​​ ​​w​​ ‾ ​​ 3​​ ​​w​​ ‾ ​​ 4​​]​​​ T​ ∈ ​ℝ​​ 4​​ are the input commands of rotation speed for the 
propellers; ​​r​ R​​ ≜ ​​[​r​ x​​ ​r​ y​​ ​r​ z​​]​​​ 

T​ ∈ ​ℝ​​ 3​​ and ​​v​ B​​ ≜ ​​[​v​ x​​ ​v​ y​​ ​v​ z​​]​​​ 
T​ ∈ ​ℝ​​ 3​​ are the linear position and velocity of ​​

Figure 3. The model of the quadrotor 
MAV in X symmetrical configuration. 
a) 3D model used in the AR 
environment to represent the real 
drone. b) Top view of the MAV with 
the representation of the rotors 
distances for the x and y-axis, and 
the adopted positive direction of 
rotation. 
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𝒮​ B​​​ w.r.t. ​​𝒮​ R​​​; ​q​ and ​​𝛚​ B​​ ≜ ​​[​ω​ x​​ ​ω​ y​​ ​ω​ z​​]​​​ 
T​ ∈ ​ℝ​​ 3​​ are the attitude and angular velocity of ​​𝒮​ B​​​ w.r.t. ​​𝒮​ R​​​. The 

constants ​​τ​ p​​​ and ​​k​ p​​​ are, respectively, the settling time and the proportional gain for the motor and 
propeller assembly; ​​μ​ d​​​ is a friction constant due to air drag; ​m ∈ ℝ​ and ​J ∈ ​ℝ​​ 3×3​​ are, respectively, 
the mass and the rotational inertia matrix, a diagonal matrix defined by: 

	​ J = ​

⎡

 ⎢ 
⎣
​

​J​ xx​​

​ 

0

​ 

0

​ 0​  ​J​ yy​​​  0​ 
0
​ 

0
​ 

​J​ zz​​
​

⎤

 ⎥ 
⎦
​.​	 (9)

The rotation of the propellers results in thrust forces ​f ≜ ​​[​f​ 1​​ ​f​ 2​​ ​f​ 3​​ ​f​ 4​​]​​​ 
T​ ∈ ​ℝ​​ 4​​ and, due the drag 

effect, a reaction torque ​d ≜ ​​[​d​ 1​​ ​d​ 2​​ ​d​ 3​​ ​d​ 4​​]​​​ 
T​ ∈ ​ℝ​​ 4​​, where:

	​ ​f​ i​​ = ​k​ f​​ ​w​ i​ 
2​,​	 (10)

	​ ​d​ i​​ = ​​(− 1)​​​ ​(i+1)​​ ​k​ d​​ ​w​ i​ 
2​​,	 (11)

for ​i = 1, 2, 3, 4​, with ​​k​ f​​​ and ​​k​ d​​​ being constants experimentally determined (Vasconez et al. 2016, Piljek 
et al. 2020). Thus, the modulus of the thrust force ​​F​​ C​ ∈ ℝ​, along the z-axis of ​​𝒮​ B​​​, and the control 
torque ​​T​ B​ 

C ​ ∈ ​ℝ​​ 3​​ are obtained by the following relations:

	​ ​F​​ C​ = ​[1 1 1 1]​f,​	 (12)
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⎣
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⎤

 ⎥ 
⎦
​f,

​​	 (13)

where, as shown in Figure 3b, ​​l​ 1​​​ is the distance of the rotors to ​​𝒮​ B​​​’s ​x​-axis; ​​l​ 2​​​ is the distance of the 
rotors to ​​𝒮​ B​​​’s ​y​-axis; and the reaction torque is given by the fractional constant ​​k​ df​​ = ​​k​ d​​ _ ​k​ f​​ ​​. The remaining 
vectors are ​​F​ B​ 

C ​ ≜ ​​[0 0 ​F​​ C​]​​​ T​ ∈ ​ℝ​​ 3​​ and ​​F​ R​ 
g ​ ≜ m ​​[0 0 g]​​​ T​ ∈ ​ℝ​​ 3​​, where the last one represents the force 

due to the action of gravity on the center of mass of the MAV.
The attitude kinematics is defined in terms of the following quaternion dependent matrix:

Table I. Parameters adopted for the MAV simulation.

Parameter Value Parameter Value

​m​ ​1.0 ​[kg]​​ ​​τ​ p​​​ ​3.5 × ​10​​ −3​ ​[s]​​

​​J​ xx​​​ and ​​J​ yy​​​ 0.015 ​​[kg ⋅ ​m​​ 2​]​​ ​​k​ p​​​ 1.0

​​J​ zz​​​ 0.03 ​​[kg ⋅ ​m​​ 2​]​​ ​​μ​ d​​​ ​1.5 ​[N ⋅ s / m]​​

​​l​ 1​​​ ​0.16 ​[m]​​ ​​k​ f​​​ ​7.3 × ​10​​ −6​ ​[N ⋅ ra ​d​​ 2​ / ​s​​ 2​]​​

​​l​ 2​​​ ​0.16 ​[m]​​ ​​k​ d​​​ ​3.5 × ​10​​ −7​ ​[N ⋅ m ⋅ ra ​d​​ 2​ / ​s​​ 2​]​​

​g​ ​9.81 ​[m / ​s​​ 2​]​​ ​​w​ max​​​ ​10, 212 ​[rpm]​​
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	​ 𝚵​(q)​ = ​[​
​q​ 4​​ ​I​ 3​​ + ​[​q​ 1:3​​ ×]​

​ 
− ​q​ 1:3​ 

T ​
  ​]​ ∈ ​ℝ​​ 4×3​.​	 (14)

The modeled MAV is based on a UAV built with the F450 frame and Table I contains the parameters 
adopted in the simulation.

MAV Altitude and Attitude Control System
The altitude and attitude controllers are implemented by a discrete-time approximation of a 
Proportional, Integral, Derivative (PID) controller, over a linearized operation point, since the system 
is governed by nonlinear equations. The discrete-time PID controller is formulated by the following 
equation:

	​ u​(k)​ = P ⋅ e​(k)​ + I ⋅ ​∑ j=0​ 
k  ​ ​T​ s​​​ ⋅ e​(j)​ + D ⋅ ​e​(k)​ − e​(k − 1)​ _ ​T​ s​​  ​,​	 (15)

where ​e​(k)​​ is the computed error; ​k​ represents the ​k​th discrete-time sample; ​​T​ s​​​ is the sampling time; 
and ​P​, ​I​ and ​D​ are tuned constants of the controller. In this work, the gain values of the PID controllers 
were manually tuned.

The equilibrium point, over which the system is linearized, is given by the MAV in constant 
position and attitude, with zero linear and angular velocities and with the plane of the propellers 
parallel to the ​x − y​ plane of ​​𝒮​ R​​​. For this, all the propellers must have the same rotation speed 
and the sum of the forces produced must be equal, in module, to the total weight of the aircraft 
(Bouabdallah et al. 2004, Hussein & Abdallah 2018, Hasseni et al. 2019). Therefore, the total thrust at 
the equilibrium implies that:

	​ ​∑ i=1​ 
4  ​ ​f​ i​​​ = m ⋅ g,​	 (16)

where, for equal thrust for each propeller, ​​f​ i​​ = ​ 1 _ 4​ m ⋅ g​. Consequently, from Eq. (10), the rotation 
command vector of the propellers at the equilibrium point is then computed by:

	​ ​​w​​ ‾ ​​ eq​​ = ​√ 
_

 ​m ⋅ g _ 4 ​k​ f​​ ​ ​ ⋅ ​

⎡

 ⎢ 
⎣
​

1

​ 1​ 1​ 

1

​

⎤

 ⎥ 
⎦
​ ∈ ​ℝ​​ 4​.​	 (17)

The altitude control aims to follow the reference ​h​ given by the game controller, as shown in 
Figure 2. The altitude error is given by: 

	​ ​e​ h​​​(k)​ = ​h​​ ‾ ​​(k)​ − ​r​ z​​​(k)​ ∈ ℝ,​	 (18)

where ​​u​ h​​​(k)​​ is given by Eq. (15), with ​​P​ h​​ = 5​, ​​I​ h​​ = 10​ and ​​D​ h​​ = 50 × ​10​​ 3​​, which results in:

	​ δ ​​w​​ ‾ ​​ h​​ = ​u​ h​​​(k)​ ⋅ ​

⎡

 ⎢ 
⎣
​

1

​ 1​ 1​ 

1

​

⎤

 ⎥ 
⎦
​ ∈ ​ℝ​​ 4​.​	 (19)

Attitude control uses the command references given by the game controller ​​𝛂​​ ‾ ​​, as shown in  
Figure 2. These commands are the user input obtained by manipulating the game controller, shown 
in Figure 1b, and have the following physical representation: ​​ϕ​​ ‾ ​​ implies the lateral movement; ​​θ​​ ‾ ​​ 
implies the forward/backward movement; and ​​ψ​​ ‾ ​​ defines the MAV orientation. The MAV lateral and 
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forward/backward movement commands must be considered in alignment with the vehicle’s current 
orientation.

Calculating the difference between two angles is not simply subtracting two values, as in the 
case of the difference between altitudes. Operating with differences in attitude representations 
requires maintaining the properties of the DCM and, in this work, this operation was performed 
with both values converted to quaternions. Thus, the attitude reference ​​𝛂​​ ‾ ​​ need to be converted to 
the quaternion representation ​​q​​ ‾ ​​, with Eq. (4). Taking ​q​ as the actual attitude of the drone, ​​q​​ ‾ ​​ as the 
reference attitude to be followed and using the definition given by Eq. (2) with the property (P5), the 
attitude error in quaternion is obtained by (Younes & Mortari 2019): 

	​ ​q​ ​e​ α​​
​​​(k)​ = ​q​​ ‾ ​​(k)​ ⊗ ​q​​ −1​​(k)​.​	 (20)

The quaternion error ​​q​ ​e​ α​​
​​​, given by Eq. (20), is converted to Euler angles representation using Eq. (5), 

resulting in ​​e​ α​​​(k)​ ≜ ​​[​e​ ϕ​​​(k)​ ​e​ θ​​​(k)​ ​e​ ψ​​​(k)​]​​​ 
T​ ∈ ​ℝ​​ 3​​. The obtained attitude error ​​e​ α​​​(k)​​ is utilized to compute 

the attitude control vector ​​u​ α​​​(k)​ ∈ ​ℝ​​ 3​​, using Eq. (15). The attitude control vector ​​u​ α​​​ represents the 
necessary torque to align the MAV according to command ​​𝛂​​ ‾ ​​. It is adopted the following gains for the 
attitude controller: ​​P​ α​ 

ϕ​ = ​P​ α​ 
θ​ = ​P​ α​ 

ψ​ = ​10​​ 4​​, ​​I​ α​ 
ϕ​ = ​I​ α​ 

θ​ = ​I​ α​ 
ψ​ = 500​ and ​​D​ α​ 

ϕ​ = ​D​ α​ 
θ​ = ​D​ α​ 

ψ​ = 500​. The force 
variation ​δf​ of each propeller is then obtained by isolating ​f​ in Eq. (13), setting ​​T​ B​ 

C ​ = ​u​ α​​​(k)​​. Thus, from 
Eq. (10), the attitude control input is given by:

	​ δ ​​w​​ ‾ ​​ α​​ = ​ 1 _ ​√ 
_

 ​k​ f​​ ​
​​

⎡

 ⎢ 

⎣

​ 

​√ 
_

 δ ​f​ 1​​ ​

​ 
​√ 
_

 δ ​f​ 2​​ ​​ 
​√ 
_

 δ ​f​ 3​​ ​
​ 

​√ 
_

 δ ​f​ 4​​ ​

​

⎤

 ⎥ 

⎦

​ ∈ ​ℝ​​ 4​.​	 (21)

Finally, using Eq. (17), Eq. (19) and Eq. (21), we can compute the command ​​w​​ ‾ ​​ by:

	​ ​w​​ ‾ ​ = ​​w​​ ‾ ​​ eq​​ + δ ​​w​​ ‾ ​​ h​​ + δ ​​w​​ ‾ ​​ α​​,​	 (22)

as shown in Figure 2. Also, the commands ​δ ​​w​​ ‾ ​​ h​​​ and ​δ ​​w​​ ‾ ​​ α​​​ are limited to 30% of ​​w​ max​​​.

Augmented Reality Visualization Module
The AR visualization module was software developed with the ARToolKit, that is integrated in the Unity 
3D game engine, which runs on a smartphone device and promotes real-time integration between the 
3D objects and the images captured by the smartphone camera, according to a programmed logic. 
The smartphone screen works as a camera that lets the user to see the mixed world provided by the 
AR experience.

The AR technology provided by the ARToolkit has a robust accuracy in the registration of the 3D 
objects in the real world. This makes it possible for the user to move in the real environment and see 
the projection, just as it would happen if a real object were present in the environment. In this way, 
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the user can change the point of view of the 3D objects, registered in the real world, by moving the 
smartphone in position and orientation. This ability to perceive the relative movement of the user 
in the real world is the result of the sensory fusion of the signals from the inertial sensors available 
on the smartphone and the image processing, which uses Artificial Intelligence resources. The user 
interaction with 3D objects will be done by touching the smartphone screen or manipulating the 
game controller. All of these features are provided as part of Unity 3D.

The construction of the 3D world within the Unity 3D makes use of the metric system for 
positioning and measuring the objects, and the attitude is expressed in degrees, using Euler angles. 
To integrate the simulation with the AR software, the simulation needs to send the MAV position and 
attitude data to the AR Visualization Module (running at the smartphone), at every instant of time, so 
that the spatial configuration of the 3D environment is updated. The Unity 3D adopts a left-handed 
CCS configuration, where x-axis pointing forward, y-axis pointing upward and z-axis completing the 
left-handed rule. The angles are also computed using the left-handed rule.

The virtual environment uses two CCSs to define the relative positions between the scenery and 
the 3D objects: 1) The global reference is given by the CCS ​​𝒮​ O​​​, which is fixed in the real world and 
is defined in the position of the smartphone when the AR module starts; 2) The movable CCS ​​𝒮​ V​​​ 
represents the reference position, with which all 3D objects will be related, and can be repositioned 
by the user’s preference. The CCSs ​​𝒮​ O​​​ and ​​𝒮​ V​​​ are initially aligned and share the same origin, but ​​𝒮​ V​​​ 
can be changed by user action in order to change the relative pose of virtual objects in the real world.

To place the simulation in the virtual environment, it is necessary to establish a relationship 
between the coordinate systems of the simulation and the virtual environment. In the simulation the 
MAV pose (​​𝒮​ B​​​) is related to the reference ​​𝒮​ R​​​ and, to allow the repositioning of the simulated system in 
real world, an equivalence between ​​𝒮​ R​​​ and ​​𝒮​ V​​​ is defined. Nevertheless, the position and orientation 
of the 3D objects at the AR world must be related to ​​𝒮​ O​​​. In fact, as ​​𝒮​ V​​​ represents ​​𝒮​ R​​​ in the virtual 
environment, each position or attitude received from the simulation needs to be converted from ​​𝒮​ V​​​ 
to ​​𝒮​ O​​​. Thus, the simulated MAV position ​​r​ R​​​ is converted to the virtual environment global position by:

	​ ​p​ O​​ = ​s​ O​​ + ​D​​ O/V​ r ​′​ V​​,​	 (23)

where ​​p​ O​​ ≜ ​​[​p​ x​​ ​p​ y​​ ​p​ z​​]​​​ 
T​ ∈ ​ℝ​​ 3​​ is the composed position of the MAV in the AR environment, expressed 

in ​​𝒮​ O​​​; ​r ​′​ V​​ ≜ ​​[​r​ x​​ ​r​ z​​ ​r​ y​​]​​​ 
T​ ∈ ​ℝ​​ 3​​ is the converted MAV simulated position (​​r​ R​​​), expressed in ​​𝒮​ V​​​; ​​s​ O​​​ is the 

position of ​​𝒮​ V​​​ w.r.t. ​​𝒮​ O​​​, and expressed in ​​𝒮​ O​​​; ​​D​​ O/V​​ is the DCM to convert from ​​𝒮​ V​​​ to ​​𝒮​ O​​​. The ​​s​ O​​​ and ​​D​​ O/V​​ 
parameters are dynamically computed by the game engine and can be accessed by the application.

The MAV attitude ​𝛂​ is converted to the virtual environment global attitude ​𝛄 ≜ ​​[​γ​ x​​ ​γ​ y​​ ​γ​ z​​]​​​ 
T​ ∈ ​ℝ​​ 3​​ by:

	​ 𝛄 = 𝛃 + ​𝛂 ′ ​,​	 (23)

where ​​𝛂 ′ ​ ≜ ​180 _ π ​ ​​[− ϕ − ψ − θ]​​​ T​ ∈ ​ℝ​​ 3​​ is the MAV simulated attitude (​𝛂​), converted to left-hand 
representantion and expressed in degrees; ​𝛃​ is the attitude of ​​𝒮​ V​​​ w.r.t. ​​𝒮​ O​​​, obtained as a property 
from the game engine. The described vector relationships that result in the global position and 
attitude are presented in Figure 4.

Summarizing the workflow, the program execution consist in: 1) choose an real environment for 
the simulation projection; 2) load both applications, the AR visualization module (with the smartphone 
at a convenient start position) and the MAV simulation module; 3) set the AR visualization port for 
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the external connection; 4) set this TCP port in the MAV simulation module; 5) start the simulation; 
6) navigate the MAV using the game controller; and, if necessary, 7) adequate the origin ​​𝒮​ R​​​ to a 
convenient position, during the execution, by change the ​​𝒮​ V​​​ position. 

RESULTS
The evaluation of the AR visualization module consists of analyzing the consistency of the simulation 
by its virtual representation and the user experience. In the tests carried out in the evaluation, the 
simulation (numerical integration and control) was adopted with a fixed step of ​​T​ s​​ = 1 ​[ms]​​.

To evaluate the consistency between the simulated model and the visualization, the first step 
was to determine the dimensional congruence of the AR environment. In this case, predefined 
positions and attitude were applied to MAV w.r.t. ​​𝒮​ R​​​, and the 3D model response was evaluated. To 
this end, it was set positions to each axis of: ​±​ 0.5 (m), ​±​ 1.0 (m), and ​±​ 2.0 (m); and attitude around 
each axis of: ​±​ 30°, ​±​ 45°, ​±​ 90°, ​±​ 180°. The results showed that the AR environment is consistent with 
the idealized values. However, in more practical situations, using positions that are too far away from 
the camera’s location can cause distortions in the image’s perspective. Furthermore, setting positions 
below the local ground level may imply unrealistic projections.

Figure 5 a to f demonstrates the proposed AR system used in indoor and outdoor environments. 
Each image is the result of the composition of three elements for the AR system: the real-world 
scenario, the 3D MAV and a system of coordinate axes, representing the origin ​​𝒮​ R​​​ in the simulated 
system. In general, the simulation and visualization systems presented satisfactory results, concerning 
to usability, dynamic response and interaction capacity.

The use of this AR system in indoor environments has, in general, better lighting uniformity for 
the 3D objects, since, in this situation, the light projection tends to have a better distribution. The 

Figure 4. Vector relationship of CCSs for positioning 3D objects, according to the relationship established by the 
game engine and the simulation system. Illustration of the possibility of user movement in the real world, with 
respect to ​​𝒮​ V​​​ and ​​𝒮​ O​​​.
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lighting system in the Unity 3D-ARToolkit estimates the direction and intensity of ambient light to 
define the lighting system for 3D objects in the scene, so the open environment tends to be more 
difficult to calibrate and position the lights for the 3D world.

Although the indoor environment has better lighting uniformity, in many cases, it has a smooth 
texture for the floor, walls and objects, which jeopardizes the tracking process. Estimation of the 
smartphone motion by the game engine and its ARToolkit depends of the environment texture for 
the image processing algorithm. A rough texture improves the results and fine-textured environments 
can cause an uncontrolled drift in the estimated position of the 3D objects in relation to the real 
world.

For the evaluation of the user experience, it is desirable that it be compatible with the use and of 
an equivalent real device. Seeing the environment through the smartphone screen gives the user a 
real sense of integration between the real and the virtual. This capacity has been achieved, especially, 
in textured environments, where the size and the position of virtual objects registered in the real 

Figure 5. Real environment with 3D objects projected, composing the Augment Reality visualization system. 
a) Indoor initial position. b) Indoor flight scene. c) Indoor change of scene point of view. d) Outoor initial position. 
e) Outdoor flight scene. f) Outdoor change of scene point of view.
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world has been shown to be more coherent. With this tool, it is possible, for example, to move around 
the objects and see them from different points of view.

The communication delay can affect the experience of the simulation. To minimize this effect, the 
smartphone is configure as a hot spot and the desktop computer connects directly to it.

In general, the proposal met the desired operational requirements and the final system allowed 
the simulation of a drone in augmented reality, through the interaction between a simulation, 
which incorporates the physics and electronics of a drone, and a visualization system with the 
virtual representation integrated into the real environment. The use of augmented reality still has 
some limitations, however, recent developments in this area have made it possible to use it beyond 
research laboratories, allowing this technology to be incorporated into various applications, without 
the need for an environment specially prepared for it.

DISCUSSION
The growth of augmented reality technologies and tools has allowed its use in several areas and has 
been the focus of investments by several companies. Augmented Reality presents itself as a disruptive 
interface system, whose flexibility allows combining the possibilities arising from computer graphics 
with immersion in a real environment. This work combined the use of this tool with the growing 
demand for drones, providing a visualization application that can be useful in several stages of the 
design of MAVs. 

The proposed application fulfilled the initial objectives, in which an AR system allows the 
exploration of a simulation, not only from the point of view of numerical evaluation and performance 
criteria, but also provides an understanding of the system’s behavior with an immersive experience 
in the real world. 

The results demonstrated the feasibility of using Augmented Reality tools as a way to increase 
the possibility of evaluation of MAV projects, based only on simulation. The set of development 
tools presented by the Unity 3D game engine accelerated the software production process and 
the availability and quality of the sensors incorporated into smartphones made it an excellent 
hardware alternative for simpler applications. The combination of both technologies, accessible to 
the general public at a relatively low cost, allowed the development of an easy-to-use tool to aide 
the development of applications with MAVs and, also, with possibilities of extension to other areas, 
such as training of flights with MAVs and educational. In addition, its interactive interface allows the 
inclusion of non-technical professionals in the development process, providing an experience of use 
that resembles the real product. 

This work can also be expanded and adapted to similar projects. In future versions, it is intended 
to adapt this project for the use of equipment dedicated to Augmented Reality immersion and 
with more resources. Comparison of simulated system behavior with a real device is also expected, 
evaluating both performance and user experience. 
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