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Simon Grondin

Processing time between visual events

From the electrophysiology of retinal or cortical cells to the Gestalt law
of organization of visual stimuli, there are a variety of levels for
understanding vision and visual perception. In many cases, the visual
phenomena to be understood consist of color, form, depth or movement. As
can readily be grasped when considering depth or movement, space is often
crucial information for the visual system. However, visual events also occur
in sequences, and a number of studies focus on the temporal resolution of
these events. After briefly reviewing the fundamental temporal properties
of the visual system, this article examines the processing of time as
information within the visual system.

TIME-RELATED PROPERTIES OF VISUAL PERCEPTION

This section describes various basic time-related issues associated with
the visual system. For the sake of simplicity, it is divided into two parts,
according to whether or not space is central to the description of the
phenomenon reported.

Visual time without space

Many fundamental phenomena in the visual system are determined by
the duration of signals or are related to time, given that they continue for a
while after a signal’s physical offset. Indeed, as noted by Dixon and Di
Lollo(1), the visual system must reconcile two opposing, basic requirements,
namely, the maintenance of continuity of perception over time (integra-

Visual perception is closely related to and associated with the processing
of space. Nevertheless, all events occur at some moment in time, and time
needs to be processed in the visual mode. After briefly reviewing the many
research avenues in which time and vision are linked, this article focuses
on the discrimination of visually marked time intervals, emphasizing work
from my own laboratory. It presents a theoretical position, that of a single-
clock hypothesis, as well as issues and data that show how visual temporal
processing can be approached. These issues are partly related to the fact
that time is marked by signals from a single source or by signals provided
by distanced sources. In the latter case, different questions arise depending
on the signals’ exact location. It is known that more distance between flashes
can result in longer perceived duration (kappa effect). However, the data
reported here, involving signals placed on the same vertical plane, show the
opposite effect: briefer perceived duration with more distance between
flashes. When flashes are located on the same horizontal plane in different
hemi-fields, there is also a lateral effect that may influence time judgments.
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tion) and the detection of rapid physical changes (segrega-
tion of stimuli in a sequence).

The perceived duration of signals and the closely related
phenomenon of temporal persistence are among the most
frequently studied time-related properties of the visual sys-
tem. The former refers to the period from the stimulus onset to
the end of the sensation, while the latter is defined as the
period from the signal offset to the termination of the sensa-
tion(2). Some authors emphasize the distinction between visi-
ble persistence, i.e. the perceptual experience that looks like
the continuity of a stimulation beyond the presentation of a
brief visual stimulus, and informational persistence, which is
the information that can be acquired for the stimulus for a
short time after the onset of the physical stimulus(3).

Some very robust phenomena have been reported about
visible persistence. One is called the inverse-duration effect,
given that the persistence is inversely related to the duration
of the stimulus(4). Another phenomenon, more prone to incon-
sistent data, is the inverse-intensity effect, which refers to the
fact that an increase in the intensity of a stimulus may result in
reduced visible persistence. This effect is reviewed in depth
by Nisly and Wasserman(2). Di Lollo and Bischof(4) also provi-
de a detailed review of the phenomenon, emphasizing the
distinction between experiments involving stimuli of varying
intensity presented on a fixed background and those invol-
ving stimuli of fixed intensity presented on a varied back-
ground. Di Lollo and Bischof(4) also argue that increasing
intensity may sometimes improve performance, but not visible
persistence.

A related inverse-intensity effect is called the critical
frequency at fusion, i.e. the ability to distinguish a light that is
flickering between on and off states(4). Depending on several
conditions such as retinal location, stimulus size or luminan-
ce, it is possible to detect flickering even when a light is turned
on and off every 10 to 50 ms.

In addition to discussing these visual persistence pheno-
mena, the literature also focuses on the fact that perceptual
information is processed in moments that are temporally dis-
crete(5). This concept is referred to as the perceptual moment.
According to Stroud, this moment lasts about 100 ms, which
would be the minimum perceived duration a stimulus could
have: within this range two stimuli would be perceived as
simultaneous. Since Stroud published his results, several esti-
mates of the value of a perceptual moment have appeared in
the literature. The concept of a perceptual moment is interes-
ting because there are certainly limitations in time regarding
the processing of rapidly presented stimuli. However, quanti-
fying the value of this moment precisely seems to be an
impossible task given that it fluctuates with the experimental
conditions under investigation.

Time embedded in space

The temporal characteristics of signals that reach the eyes
and the perception of time in the visual mode are some of the
fundamental questions discussed in the present article. Ho-

wever, as soon as the question of time is addressed, it is
difficult to avoid relating it to that of space, be it in the realm of
physics(6) or from an phenomenological viewpoint(7). In psy-
chology, time and space issues take several forms.

In the visual system, when signals are delivered at several
locations in space, some variation in their duration and inten-
sity and in the time between them can create an impression of
movement. In other words, just by flashing separate objects
on and off, it is possible to produce the impression that some-
thing is moving even when no object is moving at all. Exam-
ples of this phenomenon were reported almost a century ago
by Korte and Wertheimer (see also, for instance, Burt and
Sperling(8)). This impression of movement is generally called
apparent movement, and sometimes stroboscobic movement,
beta movement or the phi phenomenon.

A totally different approach to the space/time issue has
emerged in the literature on time-to-collision (also called
time-to-contact). With this phenomenon, there is real move-
ment, i.e. the displacement of an object in space. The success
of a time-to-collision task requires some implicit timing. For
instance, catching a ball requires certain spatial and temporal
calculations of the displacement of both the observer and the
ball(9-11). Several other sports activities, such as diving or
batting, require temporal adjustments to a point in space. As
well, stopping a car safely at a given point requires the ability
to correctly distribute the force applied to the brakes over time
and, therefore, some perspective of time(12). The literature
provides several theoretical analyses of the variation of opti-
cal information prior to an upcoming contact(13-14).

TIME AS INFORMATION

The key issue in this section is the processing of time. In
other words, time is treated like explicit information that has to
be processed. Empirical facts about duration discrimination in
the visual mode will be reviewed, according to whether one or
more sources of light provide the signals for marking the
intervals to be processed.

Timing mechanisms

Before reviewing empirical facts about the discrimination
of visually marked intervals, this article will briefly discuss the
main contemporary theories about temporal processing.

There are many models for explaining how time judgments
are made. Some recent proposals are based on oscillatory
processes(15-18), while others emphasize the temporal regulari-
ty of events in the environment(19) or the role of memory(20).

The most popular contemporary models of time perception
are probably those based on a clock-counter device(21-23) (for a
review, see Grondin(24)). This class of models is embedded in
the general information processing version of Scalar Timing
Theory(25), developed mainly by Gibbon, Church and Meck(26)

(see also Treisman(27)). Within this framework, the variability
of temporal judgments is located at three processing levels, as
indicated by figure 1.
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In some parts of the empirical work presented below, the
first component, or the clock process of this general frame-
work, is the most interesting aspect. The clock itself is usually
described as a pacemaker-counter device (Figure 2). Its func-
tioning is based on the emission of pulses of some sort by a
pacemaker, and the number of pulses accumulated by the
counter determines the perceived duration of a temporal
interval. The pacemaker-counter device is frequently reported
to include a switch component that can interrupt the transmis-
sion of pulses to the counter. This switch component is often
said to be under control of attention(28) (for a review(29)).

Many fundamental questions emerge from this clock con-
cept. One relates to the clock’s pulse emission properties
which, depending on the model in question, are considered to
be deterministic or stochastic. In the latter case, the clock is
sometimes assumed to be a Poisson process(21,30-31). While it is
often assumed that the counter process is error free, some
authors report that this component involves variance(32-33).

Temporal discrimination with markers from a single source

Many experiments use only one source of light for marking
time. Intervals can be defined by the period a flash is lit (filled
interval) or by the duration between two brief flashes, from the
onset or offset of the first signal to the onset of the second
signal (empty interval).

The discrimination of very brief intervals, either filled or
empty, has been under investigation. With empty intervals
marked by 1-ms pulses, Nilsson(34) showed that, contrary to
Weber’s law,1 the threshold did not rise with increases of up
to 30 ms in base intervals. Moreover, his study revealed that
certain aspects of visual stimuli interfere with the processing
of time.

In contrast, Allan, Kristofferson and Wiens(35) used filled
visual intervals for studying brief interval discrimination.
Their experiments are important because they showed that
participants, in a range of duration where Bloch’s law is
known to apply, can really base their judgments on the tempo-
ral extent of visual signals, and not on the signals’ intensity.
Bloch’s law (or the Bunsen-Roscoe law) states that, for very
brief visual stimuli (less than.1 s), the detection threshold
depends on the reciprocal relation between the duration and
intensity of signals.

When longer intervals are studied, duration discrimination
in the visual mode follows the Generalized form of Weber’s
law, with either filled or empty intervals(36), with a clear cons-
tancy of the Weber fraction from 500 to 740 ms (with empty
intervals(37)) and probably up to 900 ms(38). However, above
900 ms, there is a discontinuity of the function if participants
are asked to refrain from using explicit counting during the
discrimination task and if intervals are marked by sequences
of brief flashes. In other words, the Weber fraction increases
with longer intervals(38).

Moreover, for intervals ranging from 250 to 500 ms, tempo-
ral discrimination is usually better with empty intervals than
with filled ones(36); the difference disappears, however, with
longer intervals(39). The filled/empty difference can probably
be explained by what has been called an internal-marker
hypothesis(36,40). According to this hypothesis, discrimination
levels for filled and empty intervals may differ because the
timekeeping period in each case is not equal.

Even if the physical duration of filled and empty intervals
is identical, the ways of marking time internally might not be
the same. The difference may be related to the signals’ respon-
se characteristics. On the one hand, the beginning of the
internal timekeeping period might be about the same if the
observer starts timing at the onset of a signal. Indeed, with a
filled interval, timekeeping starts at the detection of the visual
signal, while, with an empty interval, the timekeeping activity

Figure 1 - Three processing levels where variance in time judgments
might occur

Clock process

Memory process

Decision process

Figure 2 - Schematic of the components of a clock process (see text
for a description)

Pacemaker Switch Counter 1 According to Weber’s law, the minimum difference, ∆φ, in magnitude required between
two stimuli in order to distinguish them increases monotonically as a function of the
magnitude of a standard duration, φ. The ratio, ∆φ/φ, is called the Weber fraction and
should be constant according to Weber’s law. Essentially, the Generalized form of
Weber’s law states that this ratio could be higher for low values of φ.
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might only start when the signal fades. On the other hand,
with empty intervals, the timekeeping activity stops when the
second signal occurs. This is not the case with filled intervals,
where the observer stops counting time when the visual sig-
nal disappears (see above-mentioned concept of visible per-
sistence). In other words, performance differences may result
from (1) the influence of different non-clock sources of varian-
ce on the timing mechanism and (2) the fact that the timekee-
ping period differs for filled and empty intervals. In the first
case, the variability of sensory signals, marking the beginning
or end of the internal timekeeping period, contributes to the
overall variance of the process. In the second case, it is the
clock-based variance that differs with the interval structure
since the timekeeping period differs: a longer time keeping
period results in higher temporal variance. As shown in figure
3, a filled interval might actually be perceived as being longer
than an empty one, which is consistent with the timing litera-
ture(41-42).

Finally, it is important to stress that major distortion of
perceived duration can be caused by the presentation of suc-
cessive visual signals. For instance, when a series of 600-msec
light flashes were used to mark filled visual intervals, the first
of a series of four intervals was overestimated by as much as
50%; i.e. it would have to be shortened considerably to appear
to have the same duration as the following intervals(43). This

distortion, which is reported to be specific to the visual sys-
tem, applies to a variety of stimulus contexts and sizes and
inter-flash interval conditions. Arao, Suetomi and Nakaji-
ma(44), for their part, have reported specific conditions where
substantial underestimation of empty intervals can occur:
when two time intervals are marked by three successive brief
flashes, the second interval is perceived as being much shor-
ter because of the presence of the preceding interval. This
phenomenon, called time-shrinking, has already been well-
documented for the auditory system(45-46). In the visual sys-
tem, it usually occurs when the second interval is longer than
the first one and the first interval ranges from 160 to 400 ms.

Temporal discrimination with markers from multiple sources

Although the sensory effects reported in the previous
section are still potential sources of variance when more than
one visual source is used for marking temporal intervals, the
main concern in this section is that a fundamental phenome-
non, namely, space, may interfere with the timing process
when two or more light sources are involved in a visual discri-
mination task. The potential influences of space on time judg-
ments are reviewed below.

A classical case: kappa

Different streams of literature on visual perception in expe-
rimental psychology, which focus, for example, on the above-
mentioned concepts of time-to-collision or apparent move-
ment, include a variety of time and space considerations. One
such consideration, namely, the kappa effect, is of special
interest as it is directly related to explicit judgments about
time(47). Time judgments are influenced by the distance
between visual sources marking time. The mirror image of this
effect, called the tau effect(48), occurs when duration affects
perceived distance. The kappa effect is reported to exist not
only with visual signals, but also with tactile ones(48), and also
in some form in the auditory system(50).

The kappa effect is usually shown to be robust in condi-
tions where three successive signals (such as X, Y and Z, with
Y somewhere between X and Z) are delivered. For two equal
time intervals defined by the onset of two signals, X-Y or Y-Z,
duration is perceived as longer for the X-Y sequence than for
the Y-Z one if the distance between X and Y is greater than
that between Y and Z. However, this kappa effect seems to
appear only under certain experimental conditions. It may not
apply to very brief durations, i.e. when the addition of X-Y and
Y-Z equals 160 ms(51-53), and it is more likely to occur under
difficult discriminability conditions(53).

The vertical case: depth effect?

The kappa effect is usually present with a sequence of
three flashes marking two intervals. In this context, more
space between signals is shown to lead to longer perceived
duration. In a recent experiment(54), this distance effect was
investigated with a different procedure. Three signals located
on the same vertical plane were used, with one flash placed

Figure 3 - Illustration of the internal-marker hypothesis for empty (above)
and filled (below) intervals. IE is the internal duration of the empty
interval; IF is the internal duration of the filled duration of the empty
interval; M1 and M2 are the first and second marker of the empty interval

IE

M2IF
M1
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midway between the other two. If space is taken into account
as in the kappa effect, a sequence marked by the upper and
lower signals should be perceived as being longer than sig-
nals involving the mid-point flash. Furthermore, given that
what is higher in the visual field is usually perceived as being
farther away(55), it was expected that intervals marked by the
middle and upper flashes would be perceived as longer than
those marked by the middle and lower flashes.

In the experiment, twenty-four participants had to catego-
rize temporal intervals as short or long. The intervals were
marked by two brief visual signals. The signals, LEDs lit for
20 ms, were delivered from three potential locations on a
vertical plane in front of the participants, i.e. above (A), middle
(M) and below (B), with about 25 cm between A and M, and
between M and B. The visual stimuli were placed about 1 m in
front of the participants, subtending a visual angle of about.
57°. The eye level of participants was at the height of M, and
participants were asked to look at M.

The categories assigned to intervals marked by M-A, B-M
and B-A sequences (ascending trials) were compared, as
were those assigned to intervals marked by A-M, M-B and A-
B sequences (descending trials). Two ranges of duration, 160
and 320 ms, and two critical dependent variables, the constant
error (CE) and the standard deviation (SD)2, were studied.

Mean CE and SD are reported in Figure 4 for the ascending
trials (upper panel) and for the descending ones (lower panel).

2 In this experiment, where marking signals were located in a vertical plane, a 6-point
psychometric function was traced for each subject and each experimental condition,
plotting the six comparison durations used for one standard condition on the x axis and
the probability of responding “long” on the y axis. The cumulative normal distribution
was fitted to the resulting curves. The bisection point, BP, i.e. the point on the x axis
where the probability of responding “long” is.50, was estimated for each experimental
condition. The BP minus the base duration (160 or 320 ms) gives the constant error
(CE). Note that a higher CE value indicates a shorter perceived duration (more “short”
responses). Also, one SD on the psychometric function indicates sensitivity for
categorizing intervals as short or long. One (1) standard deviation (SD) is commonly
used to express sensitivity in time research(22,38,55).

Figure 4 - Mean Constant Error (Left Panel) and Mean Standard Deviation (Right Panel) as a function of base duration for each marker type (location
of markers: A=Above, M=Middle, B=Below) Upper Panel: Ascending trials Lower Panel: Descending trials
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In both cases, there is a significant signal location effect for
CE: more distance between signals results in shorter percei-
ved duration. For SD, the results show significant location
effects only in the descending trials: discrimination was better
in the M-B condition than in the A-M one.

The greater the space between signals (A-B or B-A), the
shorter the perceived duration. This finding is not consistent
with the kappa effect described earlier. On the contrary, in
both ascending and descending trials, the results demons-
trate that duration was perceived as being shorter when sig-
nals were at a greater distance from one another. Under these
circumstances, it is not surprising that none of the results
support the second prediction, that is, the one regarding the
relative height of signals, i.e. the A-M vs. M-B or M-A vs. B-
M comparison. In short, the main factor in the experiment was
not the relative height of signals, but the total distance
between them.

This distance effect can be explained by the internal-clock
perspective described above. It is often assumed that one of
the critical factors determining the accumulation of pulses in
an internal-clock system is whether or not attention is paid to
time(57-58). In this context, the present CE results might be
interpreted as indicating that a greater distance condition
would require a larger displacement of attention from one
signal to another. This switching process would detract atten-
tion from time, diminishing the number of pulses accumulated
during the interval to be timed.

Phenomena such as apparent movement or the kappa
effect demonstrate the non-independence of space and time.
Kappa in particular reveals that more space between events
results in longer perceived duration. However, some condi-
tions such as those described above clearly show that more
space between events can also result in an impression that
time is briefer. Future research is needed to provide a clearer
picture about the conditions under which space and, especial-
ly, distance or depth cues influence the perception of time
between the occurrence of successive visual signals.

The horizontal case: laterality effect?

When different sources of light marking time are located
on a horizontal plane, an additional theoretical issue may
emerge: if these sources are placed in different visual hemi-
fields, the flashes are processed by different cerebral hemis-
pheres. This type of experimental setting leads to the question
of the lateralization of temporal processing mechanisms. The
literature on the effects of laterality on temporal processing
provides some evidence of the superiority of the left cerebral
hemisphere over the right(59). Nicholls(60) recently conducted
an extensive review of the literature on the temporal proces-
sing asymmetries that occur between cerebral hemispheres. In
this review, most of the evidence for the superiority of the left
hemisphere (LH) for processing time derives from the results
obtained in tasks such as: 1) judging the temporal order of two
stimuli; 2) judging the simultaneity, as opposed to the succes-

siveness, of two stimuli; and 3) detecting a gap in a signal. In
general, the left cerebral hemisphere is reported to be superior
in such tasks, when signals are delivered in the visual, audito-
ry or tactile modality.

The above-mentioned tasks involve time-related proces-
sing, but not necessarily the processing of time itself. There is
no evidence in support of left hemisphere superiority in terms
of duration discrimination. The few data available on this
issue suggest no cerebral difference in the performance of this
task when visual markers are used(61), and even some neuro-
psychological evidence of a superiority of the right hemisphe-
re for auditory temporal discrimination(62-63).

In Grondin(61), two visual signals (left or right) established
four marker-type empty intervals, two of which were pre-
sented unilaterally (left-left or right-right) and the other two,
bilaterally (left-right or right-left). It was shown that perceived
duration is longer with a left-right sequence than with a right-
left sequence. This is not compatible with the left-hemisphere
hypothesis for temporal processing, but it does comply with
the hypothesis of an internal mechanism that scans visual
information in a left-right order(64). In Grondin(61), it was also
shown that discrimination is better with unilateral sequences
than with bilateral ones.

More recently, an experiment compared discrimination
levels in conditions where intervals (either filled or empty)
were presented unilaterally (with two LEDs) or marked by one
LED in each hemi-field at the same time(65). Using signals in
both hemi-fields was expected to favor the contribution of
both hemispheres to the time-processing task, a phenomenon
that might enhance performance. A somewhat related finding
was reported by Helmuth and Ivry(66) for the production of
intervals in a repetitive timing task. However, depending on
its structure (filled vs. empty), an interval may require different
types of processing, i.e. analytic or holistic, which are repor-
ted to be the domain of the left and right cerebral hemispheres
respectively(67). Participants in Grondin, Guay et al.(65) were
asked to discriminate between 50- and 80-, 100- and 150-, or
210- and 290-ms intervals.

As indicated in Figure 5, which illustrates the mean per-
centage of correct responses in each experimental condition,
the results tend, in all conditions, toward better discrimination
when signals are delivered from the RVF than from the LVF or
from both VFs. However, none of the results are significant.
Moreover, the superiority of one interval structure over the
other (filled vs. empty) depends on the range of duration
under study. This structure effect is significant only with
briefer intervals.

At 50-80 ms, having better discrimination with empty inter-
vals than with filled ones is consistent with Grondin(36), where
a quite similar method was employed; however, the level of
performance in the present experiment was much lower. This
might be ascribed to the fact that the signals were presented at
periphery in the present study, but at fovea (only one LED
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CONCLUDING REMARKS

A more complete understanding of information processing
in the visual system will probably be achieved when certain
temporal features of visual signals are better understood.
These features include the time needed to integrate or segre-
gate visual signals and the impact of these signals on explicit
judgments about time. One of the critical issues relating to
explicit temporal judgments is the integration of spatial para-
meters. Depending on the spatial location of visual signals
marking time, different perspectives must be used for interpre-
ting data. First, the exact conditions where the kappa effect
occurs or does not occur should be more clearly determined.
In addition, any theoretical explanation of how space exerts an
effect on perceived time must take into account: (1) the availa-
bility of depth cues and the magnitude of these cues’ effect
and (2) the possibility of cerebral hemispheric superiority or
specialization in the processing of time.
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RESUMO

A percepção visual é relacionada e associada estreitamente ao
processamento do espaço. No entanto, todos os eventos
ocorrem ao mesmo instante no tempo, e o tempo precisa ser
processado no modo visual. Depois de revisar brevemente
muitos dos percursos de pesquisa nos quais o tempo e a visão
estão ligados, este artigo focou na discriminação de intervalos
de tempo demarcados visualmente, enfatizando trabalhos de
meu próprio laboratório. Ele apresenta uma posição teórica, a
hipótese do relógio único, assim como questões e dados que
mostram como o processamento temporal visual pode ser
abordado. Estas questões são parcialmente relacionadas ao
fato de que o tempo é demarcado por sinais de uma única fonte
ou por sinais proporcionados por fontes distantes. No último
caso, questões diferentes surgem dependendo da exata loca-
lização dos sinais. É conhecido que distâncias maiores entre
os flashes podem resultar em maior duração percebido (efeito
kappa). Entretanto, os dados relatados aqui, envolvendo
sinais localizados no mesmo plano vertical, mostram o efeito
oposto: durações percebidas menores com maior distância
entre os flashes. Quando os flashes estão localizados no
mesmo plano horizontal em diferentes hemicampos, há
também um efeito lateral que pode influenciar os julgamentos
de tempo.

Descritores: Percepção temporal; Duração percebida; Demar-
cadores temporais; Efeito kappa

Figure 5 - Probability of correct responses (%) in each experimental
condition (L=Left; R=Right; B=Both; VF=Visual field)
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signal) in Grondin(36). In other words, the overall level of
temporal performance is not independent of the quality of a
sensory impression (fovea vs. periphery). Indeed, overall dis-
crimination is better for 250-ms empty intervals when both
visual markers are presented at fovea than it is in the periphery
conditions(61).

Future research on lateral effects in visual temporal pro-
cessing should focus on rhythmic effects, i.e. on the impact of
using sequences of flashes. Ben-Dov and Carmon(68) used a
task where two separate sequences of intervals marked by
brief flashes had to be categorized as being the same or diffe-
rent. A short (S=.2 s) and a long (L=.4 s) interval were presen-
ted. For instance, a SLS sequence was followed by a SLS
sequence (same) or a SSL sequence (different). The main
dependent variable used was reaction time. Ben-Dov and
Carmon(68) showed that reaction time was faster for signals
presented in the right visual field (left-hemisphere –LH— su-
periority) when the sequence contained fewer elements, but
faster for signals presented in the left visual field (right-hemis-
phere - RH - superiority) when the sequence contained more
elements, i.e. when a rhythm was induced. This finding was
attributed to the distinct modes of information processing, that
is, analytic and holistic, used by the LH and RH respectively.
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