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Abstract: The pandemic and other environmental conditions have increased the use of masks as a 
precautionary measure. It is an effective way to protect ourselves from viruses/pollution/ and other health-
affecting environmental factors. However, for smart devices such as smartphones with face locks, attendance 
systems, and smart surveillance cameras with enabled face recognition, these masks raised another 
challenge of masked face recognition. Masked face recognition is an increased subset challenge of the 
standard face recognition problem as they lack facial features. The masked images are occluded, making 
the structure and the facial features of the non-occluded region of importance. This paper presents a novel 
two-fold approach KInsight (K Nearest Neighbor-based Insight Face algorithm) for masked face detection 
using antelopev2, which uses a RetinaFace detection algorithm and a ResNet100 Convolutional Neural 
Network for face detection and embedding generation. Further, we propose to use a KNN classifier for 
masked face recognition. Several experiments have compared the proposed scheme’s performance with 
important research contributions. Experimental results show that the scheme significantly outperforms 
several benchmark approaches with an accuracy of around 98.5%. 

HIGHLIGHTS 
 

• An integrated scheme to improvise masked face detection & recognition is proposed 

• The scheme Integrate Dlib & Retina face to detect oversized & low-resolution images 

• Results shows an accuracy of 98.5 % over benchmark dataset. 
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INTRODUCTION 

The recent Pandemic, environmental conditions, and other related factors had a huge impact on the 
lives of people worldwide. Many people lost their lives in the pandemic, and some are struggling with 
unhealthy environmental conditions, etc. [1]. People are afraid to go to places with wide public 
gatherings. Many parts of the world are still struggling with some other viruses and variants causing fear 
in people while going out. Health organizations suggest, and even people themselves are willing to 
follow guidelines such as social distancing, vaccination, contactless public settings, and wearing masks, 
etc. for their own safety. Now we are getting back to our lives and with certain cautions, we are going to 
public places with gatherings like offices, educational institutes, airports, etc. like before. Smart devices 
supporting contactless operations are more in use by the authorities, People usually prefer to wear 
masks while accessing these public places. This helps in protecting and preventing them from their very 
own reasons but raises several challenges for biometric authentication methods with enabled face 
recognition. Face recognition-based systems are crucial to support contact-less operations and their 
accuracy is of top-most importance. However, wearing a mask hinders this operation as a large 
number of facial features get occluded by the mask. This decreases the performance of these systems 
therefore, it is important to investigate the methods which can help in improving the masked face 
recognition system’s performance. Masked face recognition is a sub-technique of occluded face 
recognition methods with prior knowledge about the targeted face’s occluded area [2]. The domain 
of occluded face recognition captivated the attention of several researchers in the last few years. Face 
recognition algorithms learn specific features from an individual’s face such as nose, mouth, cheeks, 
chin eyes, eyebrows, and forehead for recognition purposes. However, with a mask, most of these 
features get obstructed and only the eyes, eyebrows, and forehead are visible for feature extraction and 
learning. Therefore, we need to improvise our system by effectively focusing on these unobstructed 
regions of a masked face and learning important features for recognition with accuracy.  

In this paper, we divided the process into two different phases i.e. masked face detection and 
masked face recognition. The initial detection phase is improvised in order to detect faces in low-
resolution and high-occlusion scenarios too. Further, the issue of oversized images is also handled 
during the face detection phase which was causing zero embedding generation before. Further, masked 
face recognition, on the other hand, aims to recognize a face with a mask based on the eyes and the 
forehead regions using an ensemble deep learning approach. The performance of the proposed scheme 
has been evaluated in terms of accuracy, precision, recall, and F1-Score over several benchmark 
datasets and with different existing benchmark facial recognition schemes. With a set of experimental 
results obtained the proposed scheme gains an accuracy of around 98% which is significantly better 
than another state-of-the-art.  

The paper is organized as follows. Section 2 represents a detailed review of existing methods for 
face recognition. Section 3 presents a brief discussion regarding work, and dataset, and a detailed 
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discussion of the proposed pre-processing technique with respect to one benchmark dataset. Further, 
a detailed proposed methodology is presented. Experimental setups and results are discussed in 
section 4. Finally, the work is concluded in Section 5.  

Motivation and Contribution of Paper 

Face recognition is a cutting-edge technique in the deep learning and computer vision domain. 
However, mask-wearing can reduce the overall accuracy of the existing recognition system as most of 
the part of the face becomes occluded. Hence, we require a novel approach that can improve the 
accuracy of masked face recognition by utilizing and enhancing the face features that are clearly 
available after wearing a mask. In this paper, a deep ensemble method has been proposed for masked 
face recognition using deep-learning models with high accuracy which is best suited to face recognition-
enabled services. From the literature studied it can be stated that the proposed scheme is a novel two-
fold ensemble scheme for improved facial detection and recognition from images. The step-by-step 
novel contribution of the approach is as follows: 

 
• The very first novelty exists in the proposed pre-processing of the dataset in order to make it more 

suitable for better detection of facial images, especially in occluded and oversized scenarios which 
were one of the major challenges in the detection phase as well as most important supporting step 
for the entire process. 

• The scheme is novel as it handles hazel, low resolution, and oversized images for better detection 
and avoids null embedding generation. 

• Secondly, for generating rich embeddings of masked faces, it is proposed to use the combination 
of both Dlib and RetinaNet. This helps in generating the embedding of images that were nil when 
detected by any of the existing models individually. 

• Further, embedding is proposed to be extracted from a non-occluded image of the subject + non-
occluded part of the subject’s image when wearing a mask. 

• Transfer learning using KNN model uses deep features extracted from non-masked images to 
recognize masked faces. 

• Finally, the obtained embeddings are used for training the simple K-NN Classifier model for the 
purpose of making the whole process lightweight, considering distance metrics such as cosine and 
Euclidean. 

RELATED WORK 

Face recognition is one of the critical as well as captivating problems for researchers in the computer 
vision domain especially when we are using biometric authentication systems with enabled face 
recognition in our daily lives. Masks have a huge impact on the efficiency of the Face recognition system 
and the accuracy of such systems is of prime importance. Existing face recognition techniques acquire 
an accuracy of around 99.3% however, this took a steep downfall when dealing with masked face 
recognition. Existing research work for face recognition can be broadly categorized into three directions 
[3] as Occlusion robust feature Extraction [4]-[14], Occlusion-aware face recognition [15]-[21] and 
occlusion recovery-based face recognition.  

In this paper we are exploring the latest category of methods and review some important literature 
in context to the same. The set of methods falls in the occlusion recovery-based face recognition 
category. These methods try to recover occluded areas and then use traditional face recognition models 
to perform verification. Hence, causes dependency on the accuracy of recovered areas. These 
approaches have been implemented using deep learning, linear reconstruction, and sparse classifier 
representation.  PCA reconstruction has been used in [22] to handle eye area occlusion caused due to 
glass wearing. [23] PCA variants have been used to reconstruct the occluded areas. Authors in a [24], a 
linear combination of samples to represent occluded areas. Sparse representation has been improved using 
historical knowledge of pixel distribution [25]. The benefits of robust sparse representation have been 
exploited for error images using adjective block occlusion taking tailored scores [26]. Deep learn ing is 
another captivating solution for solving the occlusion face recognition challenges. In [27] authorized LSTM 
and autoencoder are used collaboratively for modeling spatial and temporal characteristics of occluded 
faces. GAN is the powerful tool for blind reconstruction [28],[29].  

The author in [30] used GAN to reconstruct the corrupted facial areas. In [3] pre-trained GAN 
model is trained over non-occluded images and then is used to recover the facial regions that are occluded. 
Further, an analytical study of masked face recognition has been presented in [31], representing the efficiency 
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of several existing models for face recognition over masked face recognition and showed that the maximum 
of their performance falls down when working with a masked face as compared to non-mask images. This 
provides analytical proof of the improvisation needed in terms of masked face recognition. Some very recent 
work showed other dimensions in the domain such as [32] Efficient and Robust Training of Face 
Recognition CNNs by Partial FC i.e. by sparsely updating variant of the FC layer, named Partial FC 
(PFC).  This helps in reducing the memory and computing costs required. Further, [33] resolves the issue 
of training through the datasets which are limited to a small set of available mages with ground-truth labels. 
They explored webly supervised learning to learn from the large scale of web images and corresponding 
tags without any manual annotations along with limited fully annotated datasets. In particular, inspired by 
the recent success of webly supervised learning in deep neural networks and In [34] blending techniques 
i.e. a mask-to-face image blending approach based on UV texture mapping is introduced, A self-learning-
based cleaning pipeline for processing noisy training datasets is been introduced while considering the 
impacts of the long-tail distribution and hard faces samples, a loss function named Balanced Curricular 
Loss is also introduced. The scheme achieved an accuracy of 84.528%. Masked Face Recognition Using 
MobileNet V2 with Transfer Learning is presented in [48] where detection and recognition are improved. The 
proposed work uses deep models with feature extraction for resolving masked face recognition. Initially the 
approach detects masks and further employ VGG16, VGG 19, ResNet50, and ResNet 101 for recognition 
and claims to achieve the accuracy within the range of 78 to 99 %. The basic contribution claimed in the work 
is to monitor and decrease the pace of coronavirus and to detect persons wearing face masks. Another 
scheme called the joint Holistic and Masked Face Recognition scheme is presented in [49] using CNN and 
plain Vision Transformers (ViTs) and uses the proxy task of patch reconstruction. This helps in improvising 

the detection and in turn helps in improving the classification process.  The parameters of the model are 

initialized using proxy tasks which in turn exhibit improvised the training stability and performance of face 
recognition. Furthermore, two different methods for integrating holistic withmasked face recognition in one 
framework, namely FaceT are given. FaceT is claimed to be performing better than CNNs on both holistic 
and masked face recognition benchmarks. 

From the literature, it can be stated that a number of contributions have been made using different 
methods to improve mask face recognition considering different challenges. However, still, the accuracy 
lies between the ranges of 85 to 90 % for most recent works which is not significant when we deal with 
real-time authentication systems where accuracy must be as close to 100%. 

CHALLENGES AND PROPOSED METHODOLOGY 

Most of the recent research contributions focused on extracting the features from the images using 
techniques like Linear  Binary  Pattern,  Dlib,  Insight face, faceNet, etc. following the pipeline as shown 
in Figure 1, which takes grayscale images as input and produces a pattern of the image presented 
in Figure 2 in order to produce the histogram in Figure 3. These histograms generated for different 
images then can be compared for correct classification. LBP uses Euclidean distance between the 
extracted histograms as a measure for comparison. Dlib also follows the pipeline by taking grayscale 
images as input, which gets converted into 128-dimensional embedded feature vectors. It has been 
observed that the pipeline works fine with completely detected faces however when wearing a mask 
most of the feature-rich areas like the mouth, nose, etc. become occluded hence degrading the 
performance [31]. 
  

 

a) b) c) 

Figure 1: (a) Conversion of Raw Image into Grayscale. (b) Image Conversion from RGB to Grayscale which in 
turn Changes to LBP image. (c) LBP image converted to histogram equivalent 
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Other approaches such as Deep-learning models such as In-sight face, ArcFace, etc. provide the 
huge capability of learning and extracting features even when we have less scope for doing so. However, 
these models are data intensive. Hence, for resolving the challenge, we can use image augmentation by 
ensuring the alignment, and use of non-occluded feature regions to enhance the singularity weight of the 
region while using the images. Therefore, the overall challenge is to come up with all-round improvements 
in each sub-step of masked face recognition i.e. data preparation, lightweight model selection, efficient 
face detection, important feature extraction, rich embedding generation and low data-intensive image 
classification. In this paper, we proposed an all-around improvement in the whole process i.e. from the 
data preprocessing step to classification results. 

In this paper, we used multiple datasets for experimental purposes such as the CoMask20 dataset 
[35], RMFRD [36] SMFRD [37], MDMFR [38], and Facemask [39] [40] as shown in Table 1. However, 
to make understanding easier for the reader and remove the redundancy, we explained the proposed 
model and its working with respect to one standard dataset i.e. CoMask20 dataset, and discussed the 
experimental results with respect to all other benchmark datasets. 

CoMask20 dataset was generated by Hoai Nam Vu et.al, at their institution [2] called CoMask20. 
They captured the video of 5 to 10 seconds of each subject and then separated each frame by 0.5 
seconds. Each subject’s frame is stored in separate folders. To improve the quality of the data set all 
obscured or occluded images have been eliminated. Folders carry an unequal number of images as 
well as have different qualities such as light intensity, different angles, head scales, backgrounds, etc. 
The split frames also carry different sizes due to both vertical and horizontal capture of videos. The 
dataset contains 2754 total facial images with 300 different identities. A view of the dataset is presented 
in Figure 2. 

 
                            Table 1. Datasets Considered 

Dataset 
Number of Masked 
Images 

Number of Un-Masked 
Images 

CoMask20 dataset 2754 2754 

RMFRD dataset 5000 90000 

SMFRD dataset 500000 500000 

MDMFR dataset 3174 2832 

FaceMask dataset 690 686 

FaceMask Detection 
Dataset 

10000 10000 

 

 

Figure 2. CoMask20 Dataset [35] 
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Phase-I: Data Pre-Processing  

The data collected has to be augmented and pre-processed to be invariant and accepted, to be 
provided as input to various different models based on the back-end architecture used in those models. 
As discussed in the previous section, we have used the CoMask20 dataset for testing the performance 
of the benchmark and proposed schemes. We propose to prioritize the non-occluded face regions such that 
the model extracts the maximum of the facial features from them. The original dataset contains 312 
folders without any segregation of the train data and the test data. All the images of the individuals were 
placed in sub-folders for each distinct person.  

In this form of the dataset, the images were not correctly placed into train and test folders leading 
to images with the wrong label ’id’ being used for the wrong application. To resolve this issue, a new 
augmented version of the CoMask20 dataset was created in which the images of respective subjects 
were separated into Masked and Unmasked folders which were classified as Test and Train folders 
respectively. The original dataset also had misaligned images of individuals which were used for training 
thus reducing the recognition ability of the model. Upon segmentation, all images were aligned in the 
new dataset, and the first 5 images were used in training. The reason for choosing 5 images was an 
experimental analysis that was conducted, which provided an understanding that a maximum of the 
first 5 images contained a meaningful representation of an individual’s data points that led to fruitful 
training results.  

Finally, the processed dataset contains 312 folders that have masked as well as unmasked images 
of 312 different subjects. Image clusters of each subject are processed thereby segregating the unmasked 
and masked images and storing them in different folders while retaining their class label or subject 
name. This segregation leads to the creation of the train and test sets respectively. The model is trained 
on the unmasked images, and it is tested on the masked images. To make the dataset more diverse and 
robust 20 images of new subjects have been added in both trains as well as test sets. At least, 5 images 
per class label have been used to train the model. 

Phase-II: Proposed Methodology 

This paper presents a novel approach to recognizing masked faces using the InsightFace Python 
Library. The processes of masked face recognition can be divided into three phases i.e. Face Detection, 
Feature Extraction, and Masked Face Recognition. The overall view of the proposed methodology is 
presented in Figure 3 and explained in further section. 

 

 

Figure 3: Proposed K-Insight framework 
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Face Detection 

The initial challenge is to detect the individual’s face in an image. Various available methods such 
as dlib [41], MobileNet [42] and RetinaNet [43], etc. produce good results for face detection. RetinaNet 
is one of the best one-stage object detection models that has proven to work well with dense and small-
scale objects. It utilizes the Feature Pyramidal Networks (FPN)[44] for generating rich semantic 
features out of an image without any loss in terms of power, speed, or memory. RetinaNet provides 
promising face detection with various scales. RetinaNet clearly focuses on detection, alignment, pixel-
level parsing, and 3D regression [2]. However, certain images, like over-scaled face images, and unclear 
or dense face images, could lead to nil embedding generation and ultimately reduce the data quality. 
For Example, in some cases, the image is a fully scaled image of a face as shown in Figure 4. 
Both images are  of the same individual that contains the entire face covered in the image.  If we pass 
the image on the right that is the entire face and not just the face-bounded region RetinaNet cannot 
rightly predict the face and thus there will be no face detection. Therefore, the method should be able 
to detect the faces and must be able to generate rich embeddings for the next step such that it becomes 
suitable for developing deep learning models. To resolve this challenge, we propose to collaboratively 
use dlib+RetinaNet. For  the images that are not solely detected using RetinaNet due to the entire image 
acting as a face as shown in Figure 4, Dlib helps in doing initial face detection and generate 64 landmark 
vector called Face Set which is then passed to RetinaNet for further processing. When we explicitly use 
the left image using only the bounded region with the landmark points entitled in bounding annotations 
in the proposed KInsight algorithm, it is capable of generating the embeddings. This helps in generating 
a richer data set and allows for the detection of those face images too which may get missed by 
RetinaNet alone. So, in this paper, we exploited the advantages of both these algorithms for face 
detection. 

Face embedding 

We need to extract facial features in order to discriminate between faces. The feature vector extracted 
must be rich enough to differentiate faces not only when the full face is visible but also in scenarios 
where the subject is wearing a mask, i.e. with occluded faces as well. Mask-wearing reduces the 
features available for the system to differentiate as only a non-occluded part of the face is visible. Vector 
of size 128-d or 256-d generated by models such as Dlib, FaceNet, etc. is not enough for building a 
robust system. We need a rich feature vector that can learn dense features out of a face such that even 
with an occluded face, it has enough information to differentiate between while maintaining real 
processing time. In this work, we explored Arcface which employs ResNet100 Convolutional Neural 
Network to generate 512-dimensional feature vectors to fulfill the requirement to identify large-scale 
identities. ArcFace makes predictions based on the features and weight angle. The class weight in 
ArcFace is not only the nearest weight to embedding features i.e. ⟩ but also the nearest weight when 
the angle is added. This causes better performance as the conditions become stricter and boundaries 
become hard between neighbors as shown in Figure 5.  

 

 

Figure 4. Over-scaled images of the face 
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Figure 5. Geometric Interception of ArcFace 

Our proposed scheme uses Insight Face whose face detector backend is based on Retina-Net, the 
detected face is passed to the InsightFace algorithm with an antelope2 backend that generates 512-d 
facial embedding as  shown in Figure 6, which would be used to further train the deep learning model for 
the further. 

 

 
Figure 6. Over-scaled image embeddings generated by Dlib+RetineNet 

Masked face recognition 

Several classifiers are present such as K-NN, SVM, and CNN architecture for the purpose of 
classification. We propose to use KNN for classification, as a simple and robust classifier for the 
masked face recognition system. The reason to choose this over the other classifier is that our task 
requires the classification to be based on the closest value of a random test data point with a probably 
trained image thus giving the result of what is the closest image as per the image data point, This 
would be recognition task possible in the K-NN architecture with the utmost efficiency. KNN uses a 
512-d vector for prediction. The simple yet effective KNN ensures no loss of data during the learning 
procedure. Furthermore, KNN facilitates getting updated with new knowledge without the need to re-
training from scratch. Different values of K are being selected for prediction and classification purposes 
which is not an easy task for other complicated classifiers such as deep neural networks. Easy 
parameter tuning and simplicity make KNN the first choice in spite of its high computational cost with 
growing data size. 
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KNN-based classification 

The 512-d embedding created out of facial features can be provided as input to the KNN which 
in turn generates K’s closest neighbors. When a vector is given as input to the classifier, the 
similarity with the known data is measured one by one in terms of their distance from the queried 
vector. These measured distance values are sorted in ascending order and then the first K-sorted entries 
are considered the K-closest vectors as a result. The distance is calculated between the vectors using 
a function that is pre-defined such as Jaccard, Euclidean, cosine, etc. In our proposed method, we 
used the cosine similarity measure as it is used to compare two vectors in multi-dimensional space 
and produce a ranking depending on their similarity measure with the queried vector. Let X and y be 
two vectors then cosine similarity can be measured as shown in Equation 1. 

𝑆𝑖𝑚(𝑥, 𝑦) = 𝐶𝑜𝑠(𝜃) =
𝑥. 𝑦

||𝑥||. ||𝑦||
 

(1) 

Where, ||x|| and | |y||   is the Euclidean norm of vector x=   {x1, x2, x3...xp} and  y. It helps to evaluate 
the angle between the queried and the data vector. If the value of the angle inclined towards ’0’ 
represents lower similarity means they are orthogonal to each other whereas, if tending towards ’1’, 
shows a high similarity between vectors. Hence, we need to do the classification for a maximum value 
of cos (θ) means the minimum value of θ as they are inversely proportional to each other. 

The training of the model has been done on non-occluded, augmented faces which provides us 
with the maximum information with the help of the facial embeddings. Further, we tested our model 
over test data with varying values of K i.e. K= {1, 3, 5, 7}, and achieved the best results for k=1. A 
detailed discussion of the result and proposed model performance is presented in the following 
section. 

EXPERIMENTS AND DISCUSSION 

In this section, the experiments performed and a detailed discussion on the results will be provided 
as follows. 

Experimental settings and performance metrics 

The experiments were built and run on a 2.3 GHz Quad-Core Intel Core i5 processor with 8GB of 
RAM on a Unix-based macOS system. The entire codebase was made in python. The models were 
trained on an online Kaggle notebook which provided us with a GPU of 12 GB. Performance metrics 
provide a way to evaluate the reliability and accuracy of a prediction model. The common metrics Accuracy, 
Precision, Recall and F-measure are used in the study for performance evaluation. 

Prediction Accuracy 

It measures the correctness i.e. total number of images that are correctly classified and recognized by 
the classifier and is presented in Equation 2. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠
 (2) 

Where, TP and TN present the sample images which have been classified as positive and negative correctly 
respectively. 

Precision 

This metric measures the correctness i.e. ratio of the total number of images that are correctly predicted 
and all classified images, given in Equation 3.  

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

Where, FP denotes the images that have been classified as positive but are actually negative. 

Recall  

It measures the completeness i.e. total number of correctly classified images by the classifier with respect 
to the total positive samples and is presented in Equation 4. 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

F-measure 

It is the combination of precision and recall stated above and is the harmonic means of both as shown 
in Equation 5. 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗
𝑃 ∗ 𝑅

𝑃 + 𝑅
 (5) 

 
After pre-processing the data, the augmented RGB images of size 400x400x3 were given as input to 

KInsight (proposed model). It then generated 512-d feature vectors that acted as the facial embedding on 
each image in the training set. These embedding were trained on a K-Nearest Neighbor classifier by varying 
values of K and the obtained results of the performance metric have been studied 

Performance evaluation on face detection 

Initially, we compare the first phase of the approach i.e. face detection with state of art, considering 
different benchmark datasets. Table 2 represents, a comparative analysis of the proposed scheme over a 
variety of datasets. The first column of the table represents datasets. Further, columns 2 and 3 provide details 
of masked and unmasked images, the dataset consists of. Further, columns provide a detailed view of 
performance in terms of accuracy, precision, recall, and F1-Score. It can be clearly observed from the table 
that in all cases the proposed scheme approaches 100% detection accuracy. This is because our approach 
successfully resolves the challenge of nil embedding generation.  

Further, we compared the performance of our detection scheme with existing benchmark schemes as 
shown in Figure 7. It can be clearly observed that the proposed detection approach performs significantly 
better. This is due to the ability of the proposed method to detect oversized and low-resolution schemes, 
which resolves the challenge of nil embedding generation and produces rich embedding for the next layer of 
the model. 

  Table 2. Performance of proposed scheme over benchmark datasets 

Dataset 
Images with 
Mask 

Images without 
Mask 

Accuracy Precision Recall F1-Score 

RMFRD [36] 5000 90000 99.64 99.34 99.2 99.63 

SMFRD [37] 500000 500000 97.6 98 98 99.1 

MFMRD [38] 3174 2832 100 100 100 100 

Facemask [39] 690 686 100 100 100 100 

Facemask Detection [40] 10000 10000 100 100 100 100 

CoMask20 [35] 2754 2754 100 100 100 100 

 

Performance evaluation on face recognition 

Initial, experiments were conducted over the CoMask20 dataset and then expanded to other datasets. 
The following section presents a detailed discussion with respect to the CoMask20 dataset and then we 
provide a cumulative result over several benchmark datasets. 

We compared the proposed scheme with benchmark models such as dlib- face, LBPH, DeepFace, etc., 
as shown in Table 3 over the CoMask20 dataset. It can be observed, that the best accuracy of 98.54% has 
been achieved on the proposed scheme. The proposed architecture is compared with other existing models 
such as the images were trained on the dlib face recognition module and LBPH algorithm which had provided 
accuracy of 13.2% and 24.63% respectively. Further, the image dataset was also trained on the ArcFace 
model of InsightFace using the deep face library which compared the similarity of 2 images based on their 
cosine distance. After training the images on the deep face model and testing the model, an accuracy of 
66.66% was achieved. 

 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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Figure 7. Performance of Proposed and other scheme in terms of Face Detection 

  Table 3. Comparative Performance of Existing Models vs. Proposed Scheme Over CoMask20 dataset 

Performance 
metric 

Dlibface 
recognition, 128-d 

LBPH 
Algorithm 

Deepface 
(ArcFace) 

InsightFace (antelopev2) 

512-d (Proposed Method) 

Accuracy 0.132 0.2643 0.666 0.985 

Precision 0.121 0.2332 0.616 0.982 

Recall 0.132 0.264 0.664 0.985 

F1-Score 0.126 0.247 0.639 0.982 

Table 4. Similarity Measure Comparison for K=1 

Similarity Measure Accuracy    Precision      Recall    F1-Score 

Euclidean 0.985 0.981 0.985 0.981 

Cosine 0.9752 0.9855 0.9714 0.9784 

 
A major reason behind the proposed KInsight architecture yielding the best results is the pre-processing 

of data and the rich embedding produced due to the combination of both Dlib and RetinaNet during the 
detection phase. Further, ResNet outperforms all the other Convolution Neural Networks in image processing 
as it is successful in vanishing as well as exploding gradient problems. 

Furthermore, we have experimented with two similarity measures i.e. cosine and Euclidean, and 
compared the performance in terms of both as shown in Table 4. It can be observed that for both of these 
similarity measures the performance of the proposed scheme is good. However, the Cosine measure is a 
little more significant than the Euclidean distance. Therefore, we chose to move with cosine similarity 
measure in further experiments. 

Another set of experiments was conducted to check the performance of the proposed approach with 
varying values of K i.e. k= 1, 3, 5, 7. It can be observed from Table 5 that the performance of the scheme is 
best at k=1 and degrades as the value increases. With k=1, the accuracy of 98.5%, precision of 98.1%, recall 
of 98.5%, and an F1-Score of 0.981 is achieved. This is because k = 1 finds the first closest image that 
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corresponds to its feature vector thus giving the desired result.  The value of k increases the number of 
images compared to give the final prediction, which causes disparity from the initial closest image that should 
resemble a face recognition task.  

          Table 5. Comparison of Proposed KInsight Model on different values of K 

Value of K Accuracy Precision Recall F1-Score 

1 0.985 0.981 0.985 0.981 

3 0.970 0.965 0.970 0.963 

5 0.656 0.645 0.656 0.614 

7 0.465 0.414 0.465 0.402 

 
 

  Table 6. Comparison of the proposed model with recent approaches 

Method Technique Dataset No. of Images Accuracy 

K-Insight 
InsightFace(antelopV2), 512-D 
(Proposed Method 

CoMask20 
RMFRD 
MDMFR 

2754 
5000 
3174 

98.5 
96.45 
94.3 

[2] 
InsightFace(ArcFace)+LBP Based 
Voting 

CoMask20 2754 87 

[47] FaceMaskNet 
User Data 
RMFRD 

2000 
5000 

88.92 
88.82 

[48] DeepMaskNet MDMFR 4006 93.33 

[49] CNN+BoF 
RFMRD 
SMFRD 

5000 
500000 

91.3 
88.9 

 
Another set of experiments has been conducted to compare the performance of the proposed model 

with some of the latest work with similar goal of masked face recognition. A comparative analysis of recent 
research work has been presented in Table 6. The table’s first column represents the reference to research 
work, the second column presents the technique used in the corresponding work. Column 3 and 4 shows the 
dataset considered for evaluating the performance of the proposed scheme and the number of images in the 
respective dataset. The last column shows the accuracy achieved for masked face detection during the 
testing phase. It can be clearly seen that with the CoMask20 dataset, which has around 2754 images, the 
proposed scheme works significantly well. 

However, the same dataset has been used by another work [2], which achieved an accuracy of 87 %. 
Further, the proposed method also shows promising results over other benchmark datasets i.e. with RMFRD 
[36], and MFMRD [38] with an accuracy of 96.45% and 94.3% respectively which is a significant improvement 
compared to other existing as well. 

Additionally, the performance is measured with respect to different face recognition models available 
over three significant datasets named MDMFR, RMFRD, and CoMask20 as presented in Table [7] in terms 
of accuracy. It can be clearly observed that the proposed KinsightNet provides the highest accuracy with 
respect to all three datasets i.e. of 94.3%, 96.45%, and 98.5%. 

 
A summary of the proposed work is as follows: Our proposed method is divided into the following stages 
 

• Image augmentation by ensuring the alignment, and use of non-occluded feature regions to 

enhance the singularity weight of the entire image for the entire dataset. 

• Face detection using the Retina Net model. 

• Generation of 512-d face vector embedding using ResNet100 architecture. 

• Used the 512-d feature vectors and trained a K-NN classifier for various values of K to judge the 

best possible result. 

• K value is taken as 1 which bore the best result. 

• The proposed method yielded a result that provided around 98% accuracy. 
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Table 7. Comparison of the accuracy of proposed model with recent approaches with respect to benchmark datasets 

Method MDMFR (%) MDMFR (%) MDMFR (%) 

DarkNet53 89  87 91.9 

ResNet18 84.2 83 87 

VGG19 90.91 87 9.01 

ShuffleNet 88.57 86 90 

AlexNet 88.79 86 90 

DenseNet 88.15 87 90.46 

DeepMaakNet 93.33 90 95.86 

CNN+LBP 84.67 86 87 

Kinsight 94.3 96.45 98.5 

CONCLUSION AND FUTURE SCOPE 

In this paper, a two-fold methodology is proposed which detects the face and recognizes the facial 
features of an individual. In the first step, augmentation has been done to make the proposed method more 
robust to have the dataset more organized and the computations faster while maintaining image integrity. 
Once the data is augmented, the need to detect the face from an image to use it as the input stream is 
produced. This is achieved using the dlib library and RetinaNet convolution neural network. The second step 
of the method- ology involves the generation of 512-d feature vectors by passing the input stream to the 
InsightFace architecture with the backend of ResNet100 and the AntelopeV2 model. The generated vector 
is then used for the facial recognition of an individual. Experiments were conducted to verify the proposed 
method, and performance has been compared to other existing benchmark methodologies. Evaluation 
metrics illustrate that the proposed technique is an integral improvement over other cutting-edge face 
recognition techniques. Reconstruction techniques like GAN can be explored to improve the recognition and 
classification of masked facial images. Further, other cutting-edge techniques for improving resolution which 
in turn may help in improving embedding generation would also help in generating better recognition results. 
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