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Abstract: Energy sources, like hydro and wind power, present uncertain nature, characteristic that affects 
the electric power systems operation planning. Such factors require using methodologies capable to handle 
these uncertainties in interconnected hydro-thermal-wind power systems operation. This work proposes a 
computational model for the day-ahead unit commitment problem for interconnected hydro-thermal-wind 
power systems, considering the uncertainties related to wind power, water inflow, and energy demand, 
employing the Robust Optimization (RO). The optimization model consists in a three-level mixed integer 
linear programming problem, which is resolved using a two-stage decomposition approach, solved using the 
column-and-constraint generation algorithm. The model is validated using the 30 nodes IEEE and the 33 
nodes Brazilian test system. The model proposed proved to have an operating cost proportional to the level 
of uncertainty and the methodology employed provides a preventive view of what may occur during the hydro-
thermal-wind systems operation, allowing the central system operator to take certain actions in order to 
ensure reliable operating conditions. In addition, the model allowed the identification of important aspects 
related to computational costs, such as the verification that constraints that couple the problem in time and 
space significantly impact the simulation times of the problem. 

Keywords: Operation planning; Day-ahead UC; Hydro-thermal-wind power systems; Robust optimization 

(RO); Column-and-constraint generation algorithm (C&CG); Optimization under uncertainty. 

HIGHLIGHTS 
 

• Robust UC model for hydro-thermal-wind power systems under uncertainties. 

• Uncertainties on water were modeling considering the spatial and temporal relation. 

• Hydro production function was linearized through a piecewise linear approximation. 

• Constraints that couple problem in space and time strongly influence the simulation. 

•  
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INTRODUCTION 

The use of alternative sources to electrical generation, together with the growth prospects for the coming 
years, brings some challenges in terms of electric power systems (EPSs) operation planning. Alternative 
energy sources, such as wind, are characterized with a very different behavior from conventional sources, 
as they are intermittent nature, adding a high degree of uncertainty to the EPSs operation [1]. Hydroelectric 
generation itself, which depends on the volume of water stored in the reservoir, and also on the natural water 
inflow, presents a certain degree of uncertainty due to the randomness related to the hydrological regime of 
the rivers, which may vary in the predicted values provided. Likewise, in practice, energy demand is 
considered a high source of uncertainty due to factors associated to the climate issues that are directly related 
to forecast errors [2], or even in demand response policies demand [3]. The increase of uncertainty sources 
in EPSs has made the operation planning more challenging, because these uncertainties must be appropriate 
considered to obtain models that are closer to the reality and computationally treatable. 

In this sense, two methodologies stand out in solving problems under uncertainty: robust optimization 
(RO) and stochastic programming (SP). The SP assumes that the probability distribution function of uncertain 
parameters is known, which allows the generation of scenarios to represent the uncertainties. In addition, a 
large number of scenarios may be necessary to represent the uncertainties, which increases the 
computational complexity [4]. On the other hand, the RO uses limited sets to represent uncertain parameters, 
where the previous knowledge of the probability distribution of uncertainty sources is not necessary. 

There are several works developed in the operation planning under uncertainties, which employ RO. [5], 
is one of the first works that uses RO within the EPSs operation, where the objective is to determine the best 
decisions when the worst-case contingency occurs in an unit commitment (UC) problem. [6] continues this 
work, with the difference that in this case both contingencies related to lines and generators and also 
transmission network constraints are considered. Other works developed within RO that also take into 
account the contingency constraints are [7], [8] and [9].  

In regard of RO in UC problems, other relevant works can also be mentioned, such as [10], [11], [12], 
[13], [14], [15], and [16]. Regarding the consideration of hydro modeling in the RO problem, it is also worth 
mentioning the work of [17], where the development of a robust two-stage model to solve the UC problem of 
a hydrothermal system is proposed, where only the uncertainties related to water inflow are taken into 
account. The construction of the uncertainties sets is made with the use of a vector autoregressive. Regarding 
the problem of energy economic dispatch and the optimal power flow involving the RO, works like [1], [18], 
[19] and [20] can be mentioned.  

Other works, besides RO, that using different approaches to incorporate the uncertainties to the problem 
can also be mentioned. In [21], for example, a new approach to solve the thermal-wind-solar power system 
optimal scheduling problem, including photovoltaic storage is proposed. The uncertainties on wind, solar and 
load demand are considered. The proposed model handles the sources of uncertainty through the anticipated 
real time adjustment bids. The model is formulated as a two-stage optimization problem, which consists of a 
genetic algorithm-based day-ahead optimum scheduling and a two-point estimate based probabilistic real 
time optimal power flow. [22] proposes an optimal scheduling of wind-thermal power system. The problem 
formulation also considered the best allocation of spinning reserve and, the uncertainty behavior of wind is 
handled over the Weibull probability density function. The clustered adaptive teaching learning-based 
optimization algorithm is used to solve the proposed model. As [22], in [23] a wind-thermal power system is 
also considered. The uncertainties related to wind are represented over Weibull probability density function. 
The model consists in a multi-objective optimal power flow where, besides the objective of minimizing the 
total operation costs, the problem also has other two objectives, transmission losses, and voltage stability 
enhancement index are selected. The glowworm swarm optimization algorithm is used to solve the problem. 
The work proposed on [24] is like to [23]. The three objectives are the same, but in [24] the solar photovoltaic 
units with battery energy storage are also considered. As is done regard the uncertainties on wind, the 
uncertainty on solar is handled over Weibull probability distribution function. The particle swarm optimization 
based fuzzy satisfaction maximization technique is used to solve de multi-objective optimal power flow for 
the wind-thermal-solar system. [25] proposes an optimal power flow on a wind-thermal power system, aiming 
to minimize the operation costs, and the emissions of nitrogen, carbon and sulfur oxides. The variability in 
wind is represented over the Weibull probability distribution function, and the opposition based bacterial 
dynamics algorithm is used to solve the model. [26] also presents a multi-objective optimization problem, 
aiming to minimize besides the generating costs, the emissions and the reliability. A thermal-wind-solar power 
system is considered, where the uncertainties on the renewable energy sources (wind and solar), the 
generator outages and the load forecasted errors are considering over the loss of load probability and the 
expected unserved energy. In this study the NSGA-II algorithm is used to solve de problem formulation. In 
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[27] a multi-objective economic dispatch is proposed, where the objectives are to minimize the operation 
costs and the emission levels. A wind-solar-thermal power system is considered, where the uncertainties on 
renewable resources are incorporated to the problem over the probability distribution analysis. The thermal 
problem is formulated considering the nonlinear constraints and the particle swarm optimization algorithm is 
used to solve the proposed formulation. 

Considering the scope of the present work, in the most of these studies that involving RO, only 
hydrothermal or thermo-wind power systems are considered. Thus, aiming to contribute in this field of study 
that has a huge relevance, the main objective and contribution of this work is to formulate a RO model to the 
day-ahead UC problem for a hydro-thermal-wind power systems, considering uncertainties in demand, wind 
power and water inflow (hydro system). In addition, the energy reserve and transmission network constraints 
are also modeled.  

Therefore, the main contributions to UC RO models presents in this work are: (1) To model the hydro-
thermal-wind power system operation planning considering the uncertainties related to wind power, water 
inflow and demand; (2) To consider the transmission network, using the DC model; (3) To consider the energy 
reserve; (4) To use a piecewise linear (concave) model to represent the hydroelectric production function; (5) 
To formulate the complete optimization model using the RO approach in the day-ahead UC problem of the 
hydro-thermal-wind power system under uncertainties; (6) To implement computationally the proposed 
mathematical model and analyze it in the 30 nodes IEEE test system (30-IEEE), and in the 33 nodes south 
Brazilian test system (33-BTS).  

It is also noteworthy to the best of authors’ knowledge that until then it was not identified in the literature 
a work that addressed the day-ahead UC problem under uncertainties in demand, water inflow and wind 
energy, as it is done in this work. 

MATERIAL AND METHODS 

Problem formulation 

Interesting references about RO can be mentioned, such as [28], [29], [30] and [31]. The UC problem is 
formulated for a hydro-thermal-wind power system under uncertainty using the RO approach. The main 
objective is to minimize the operating costs of a hydro-thermal-wind power system given the worst realization 
of uncertainties. A graphical representation of the problem addressed in this study is presented in Figure 1. 

 

 
 

Figure 1. A graphical representation of the problem addressed in this study. The uncertainties related to demand, wind 
and hydro sources are incorporated to the deterministic electrical power system operation planning through robust 
optimization. The resulted model allows to obtain the best operational decisions given the worst realization of 
uncertainties. 
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The RO model for UC problem addressed in this study, presents decisions made in two stages, and thus 

formulated as a three level optimization problem. The uncertainties related to wind generation (�̃�𝑤,𝑡), the 

natural water inflow (�̃�𝑟,𝑡) and energy demand (�̃�d,𝑡) are considered in this work, and their model were 

formulated based in [11], [15], [17] and [32], where polyhedral geometry is considered. Uncertainties are 

denoted as 𝓊 ∈ 𝒰, where 𝓊 represents each uncertainty variables considered (𝓊 = {�̃�𝑤,𝑡 , �̃�𝑟,𝑡 , �̃�d,𝑡}), and 𝒰 

is the polyhedral uncertainty set, which includes the uncertainty set in demand 𝒰𝐷, in wind generation 𝒰𝑊 

and water inflow 𝒰𝐻. The main objective of these sets is to determine the value that the uncertain parameters 

(�̃�𝑟,𝑡, �̃�d,𝑡 and �̃�𝑤,𝑡) should assume. 

The uncertainty sets are therefore formulated according to the constraints (1) to (8). Constraint (1) 
indicates that the set is formed by 𝒰𝐻, 𝒰𝑊 and 𝒰𝐷. Constraints (2) and (3), (4) and (5), and (6) to (8), model 
each of these sets representing, respectively, the uncertainty in demand, wind and water. The uncertainties 
constraints in the water inflow are able to represent both the spatial – (6), and the temporal relationship – (7), 
from the water problem. Constraint (6) limits the total water inflow of the system in each period, while the 
constraint (7) establishes water inflow limits for each reservoir along the operating horizon. Thus, the 
limitation of total water inflow through this set of inequalities reflects the spatial dependence between water 
reservoirs and the temporal dependence of the problem [17].  

Uncertainty sets are bounded by the uncertainty level or budget 𝛤. This, can present values between 0 

and 1.The higher the uncertainty level 𝛤, the greater the deviation that the uncertain parameters can assume 
– this uncertainty value being limited by (3), (5) and (8). 

𝒰 = {𝒰𝐷, 𝒰𝑊, 𝒰𝐻}  (1) 

𝒰𝐷 ≔ {�̃�d,𝑡 : 
∑ (�̃�d,𝑡 − �̂�d,𝑡

𝑚𝑖𝑛)d∈𝒟

∑ (�̂�d,𝑡
𝑚𝑎𝑥 − �̂�d,𝑡

𝑚𝑖𝑛)d∈𝒟

≤ Γ𝐷 
⬚

⬚
∀𝑡 ∈ 𝒯, (2) 

�̃�d,𝑡  ∈  [�̂�d,𝑡
𝑚𝑖𝑛, �̂�d,𝑡

𝑚𝑎𝑥] ⬚

⬚
∀d ∈ 𝒟} (3) 

𝒰𝑊 ≔ {�̃�𝑤,𝑡 : 
∑ (�̂�𝑤,𝑡

𝑚𝑎𝑥 − �̃�𝑤,𝑡)𝑤∈𝒲

∑ (�̂�𝑤,𝑡
𝑚𝑎𝑥 − �̂�𝑤,𝑡

𝑚𝑖𝑛)𝑤∈𝒲

≤ Γ𝑊 ∀𝑡 ∈ 𝒯, (4) 

                          �̃�𝑤,𝑡  ∈  [�̂�𝑤,𝑡
𝑚𝑖𝑛, �̂�𝑤,𝑡

𝑚𝑎𝑥] ⬚

⬚
∀𝑤 ∈ 𝒲} (5) 

𝒰𝐻 ≔ {�̃�𝑟,𝑡 : 
∑ (�̂�𝑟,𝑡

𝑚𝑎𝑥 − �̃�𝑟,𝑡)𝑟∈ℛ

∑ (�̂�𝑟,𝑡
𝑚𝑎𝑥 − �̂�𝑟,𝑡

𝑚𝑖𝑛)𝑟∈ℛ

≤ Γ𝐻 
⬚

⬚
∀𝑡 ∈ 𝒯, (6) 

                            
∑ (�̂�𝑟,𝑡

𝑚𝑎𝑥−�̃�𝑟,𝑡)𝑡∈𝒯

∑ (�̂�𝑟,𝑡
𝑚𝑎𝑥−�̂�𝑟,𝑡

𝑚𝑖𝑛)𝑡∈𝒯
≤ Γ𝐻 

⬚

⬚
∀𝑟 ∈ ℛ, (7) 

                             �̃�𝑟,𝑡  ∈  [�̂�𝑟,𝑡
𝑚𝑖𝑛, �̂�𝑟,𝑡

𝑚𝑎𝑥] ⬚

⬚
∀𝑟 ∈ ℛ} (8) 

Uncertainty in wind generation, as well as the other sources of uncertainty considered, is modeled 

considering a possible variation between �̂�𝑤,𝑡
𝑚𝑖𝑛 and  �̂�𝑤,𝑡

𝑚𝑎𝑥. The value that �̃�𝑤,𝑡, in addition to depend on �̂�𝑤,𝑡
𝑚𝑖𝑛 

and  �̂�𝑤,𝑡
𝑚𝑎𝑥, it also depends on the assumed Γ𝑊. By setting Γ𝑊 = 1, the maximum possible wind generation 

deviation can occur, indicating that the �̃�𝑤,𝑡 can take any value between �̂�𝑤,𝑡
𝑚𝑖𝑛 and  �̂�𝑤,𝑡

𝑚𝑎𝑥. Analyzing the worst-

case scenario in this situation, �̃�𝑤,𝑡 will be equal to �̂�𝑤,𝑡
𝑚𝑖𝑛. In the opposite case, i.e. Γ𝑊 = 0, �̃�𝑤,𝑡 should not 

deviate from its predicted values, being equal to �̂�𝑤,𝑡
𝑚𝑎𝑥, as this is equivalent to the deterministic and therefore 

more optimistic case, where there is no consideration of uncertainty. An aspect that must be noticed is that 
in this hypothetical example, it is considered that the system is composed only of a wind generator unit and 
therefore it presents this behavior. In the case of the existence of more wind power plants, the sum of all 

units must be considered. For example, if there are two wind units and Γ𝑊 = 1, the sum of uncertain 

generation of all wind units may vary between �̂�𝑤,𝑡
𝑚𝑖𝑛 and  �̂�𝑤,𝑡

𝑚𝑎𝑥. 
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Regarding the maximum and minimum limits of the uncertain variables – (3), (5) and (8), in this work are 
defined as a percentage change of the expected historical values, however they can be defined also from 
the physical and operational limits of the system, or even through more sophisticated forecasting methods. It 
is noteworthy that forecasting methods for both demand, wind generation and water inflow are outside the 
scope of this work. In the present study, it is assumed that the predicted values for these parameters are 
already known. It is also worth to mention that this study considers the worst realization of uncertainties for 
wind generation, as well as for water inflow and energy demand. 

The RO model for UC problem formulated in this study is presented according to the formulation (9) to 
(21). Through this model, it is possible to observe the hierarchical structure of the RO problem with three 
levels of optimization, which also reflects the nature of decision made in two stages. Thus, the first level refers 
to commitment decisions of the generating units, while the second and third levels refers to the best 
operational decisions, given the worst case realization of the uncertainties, that is, the worst case of dispatch 
cost [11]. 

min
𝑥,𝑣

∑ ∑ (𝐶𝑖,𝑡
𝑆𝑈 + 𝐶𝑖,𝑡

𝑆𝐷 + 𝐶𝑖,𝑡
𝑁𝐿𝑥𝑖,𝑡)

𝑖∈ℐ𝐾 

𝑇

𝑡=1

+ max
𝓊∈𝒰

min
𝑦∈Ω(𝑥,𝑣,𝓊)

∑ ∑ 𝐶𝑖,𝑡
𝑃

𝑖∈ℐ𝐾

𝑇

𝑡=1

+ ∑ ∑ �̂�𝑟,𝑡
𝑆 𝑆𝑟,𝑡

ℛ

𝑟=1

𝑇

𝑡=1

 (9) 

s.t:   

𝐶𝑖,𝑡
𝑆𝑈 ≥ �̂�𝑖

𝑆𝑈(𝑥𝑖,𝑡 −  𝑥𝑖,𝑡−1) ∀𝑖 ∈ ℐ𝐾 , ∀𝑡 ∈ 𝒯 (10) 

                                         𝐶𝑖,𝑡
𝑆𝑈 ≥ 0 ∀𝑖 ∈ ℐ𝐾 , ∀𝑡 ∈ 𝒯 (11) 

                                         𝐶𝑖,𝑡
𝑆𝐷 ≥ �̂�𝑖

𝑆𝐷(𝑥𝑖,𝑡−1 −  𝑥𝑖,𝑡) ∀𝑖 ∈ ℐ𝐾 , ∀𝑡 ∈ 𝒯 (12) 

                                         𝐶𝑖,𝑡
𝑆𝐷 ≥ 0 ∀𝑖 ∈ ℐ𝐾 , ∀𝑡 ∈ 𝒯 (13) 

                                         𝑥𝑖,𝑡 − 𝑥𝑖,𝑡−1 = 𝑣𝑖,𝑡
𝑆𝑈 − 𝑣𝑖,𝑡

𝑆𝐷  ∀𝑖 ∈ ℐ, ∀𝑡 ∈ 𝑇 (14) 

                                         𝑡𝑖
𝑢𝑝

= max {0, (�̂�𝑖
𝑢𝑝

− �̂�𝑖
𝑢𝑝(0)

) 𝑥𝑖
0}  ∀𝑖 ∈ ℐ (15) 

𝑡𝑖
𝑑𝑛 = max {0, (�̂�𝑖

𝑑𝑛 − �̂�𝑖
𝑑𝑛(0)

) (1 − 𝑥𝑖
0)}  ∀𝑖 ∈ ℐ (16) 

                                         𝑥𝑖,𝑡 = 𝑥𝑖
0 

∀𝑖 ∈ ℐ, ∀𝑡

∈ [1, 𝑡𝑖
𝑢𝑝

+ 𝑡𝑖
𝑑𝑛] 

(17) 

                                         ∑ 𝑣𝑖,�̂�
𝑆𝑈 ≤ 𝑥𝑖,𝑡

𝑡

�̂�=𝑡−�̂�𝑖
𝑢𝑝

+1

 ∀𝑖 ∈ ℐ, ∀𝑡 ∈ [�̂�𝑖
𝑢𝑝

, 𝑇] (18) 

                                         ∑ 𝑣𝑖,�̂�
𝑆𝐷 ≤ 1 − 𝑥𝑖,𝑡

𝑡

�̂�=𝑡−�̂�𝑖
𝑑𝑛+1

 ∀𝑖 ∈ ℐ, ∀𝑡 ∈ [�̂�𝑖
𝑑𝑛, 𝑇] (19) 

∑ �̂�𝑖
𝑚𝑎𝑥 . 𝑥𝑖,𝑡

𝑖∈ℐ𝐾

+ ∑ �̂�𝑖
𝑚𝑎𝑥 . 𝑥𝑖,𝑡

𝑖∈ℐ𝐻

+ ∑ �̃�𝑤,𝑡

𝑤∈𝒲

≥ ∑ �̃�d,𝑡

d∈𝒟

(1 + �̂�%) ∀𝑡 ∈ 𝒯 (20) 

                                        𝑥𝑖,𝑡 , 𝑣𝑖,𝑡
𝑆𝑈 , 𝑣𝑖,𝑡

𝑆𝐷 ∈ {0,1} ∀𝑖 ∈ ℐ, ∀𝑡 ∈ 𝒯 (21) 

 
Expression (9) is the objective function where it aims to minimize the costs related to commitment 

decision of generating units (first stage of the problem – 𝑚𝑖𝑛 level) and, from these decisions, the best 

dispatch solution, given the worst realization of uncertainties must be identified (second stage – 𝑚𝑎𝑥 𝑚𝑖𝑛 
levels). Inequalities (10) to (13) are the on/off decisions to the thermal units, while (14) to (19) are the logic 
constraints between the binary variables of the hydro and thermal problem and the minimum up and 
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downtime of each unit. The constraint (20) guarantees the energy reserve and (21) defines the binary 
variables of the problem.  

The set Ω(𝑥, 𝑣, 𝓊) in (9), is presented in (22) to (37). This is the set of primal constraints of the third level 
problem, which represents the viable solution to the dispatch, i.e., it ensures the achievement of a feasible 
solution to the operational decisions, given the fixed commitment decisions of the generating units (𝑥, 𝑣) 

obtained in the formulation (9) to (21), and the realization of the uncertainty (𝓊) defined by (1) to (8). 

Ω(𝑥, 𝑣, 𝓊) = {𝑦\(𝑥, 𝑣):
⬚

⬚
  

∑ 𝑝𝑖,𝑡

𝑖∈𝑘𝑛

+ ∑ 𝑝𝑖,𝑡

𝑖∈ℎ𝑛

− ∑ 𝑃𝑙,𝑡

𝑙∈ℓ𝑛,𝑠 

+ ∑ 𝑃𝑙,𝑡

𝑙∈ℓ𝑛,𝑠

= ∑ �̃�d,𝑡

d∈𝒹𝑛

− ∑ �̃�𝑤,𝑡

𝑤∈𝓌𝑛

 

(𝜆𝑛,𝑡) ∀𝑛 ∈ 𝒩, ∀𝑡 ∈ 𝒯  (22) 

𝑃𝑙,𝑡 =  �̂�𝑏�̂�𝑙(𝜃𝑛(𝑠,𝑙),𝑡 − 𝜃𝑛(𝑒,𝑙),𝑡) (𝜆𝑙,𝑡
𝑃 ) ∀𝑙 ∈ 𝔏, ∀𝑡 ∈ 𝒯 (23) 

−�̂�𝑙
𝑚𝑎𝑥 ≤ 𝑃𝑙,𝑡 ≤ �̂�𝑙

𝑚𝑎𝑥 (𝜙𝑙,𝑡
�̂�𝑚𝑎𝑥

, 𝜙𝑙,𝑡
�̂�𝑚𝑖𝑛

) ∀𝑙 ∈ 𝔏, ∀𝑡 ∈ 𝒯 (24) 

−𝜋 ≤ 𝜃𝑛,𝑡 ≤ 𝜋 (𝜙𝑛,𝑡
�̂�𝑚𝑎𝑥

, 𝜙𝑛,𝑡
�̂�𝑚𝑖𝑛

) ∀𝑛 ∈ 𝒩, ∀𝑡 ∈ 𝒯 (25) 

𝜃𝑛,𝑡 = 0 (𝜆𝑛,𝑡
𝜃𝑟𝑒𝑓

)  𝑖 = 𝑟𝑒𝑓, ∀𝑡 ∈ 𝒯 (26) 

𝐶𝑖,𝑡
𝑃 ≥ �̂�𝑖,𝑒𝑝𝑖,𝑡 + �̂�𝑖,𝑒  (𝜙𝑖,𝑒,𝑡

𝐶𝑃
) ∀𝑖 ∈ ℐ𝐾 , ∀𝑒 ∈ ℰ, ∀𝑡 ∈ 𝒯 (27) 

�̂�𝑖
𝑚𝑖𝑛𝑥𝑖,𝑡 ≤ 𝑝𝑖,𝑡 ≤ �̂�𝑖

𝑚𝑎𝑥𝑥𝑖,𝑡 (𝜙𝑖,𝑡
�̂�𝑚𝑎𝑥

, 𝜙𝑖,𝑡
�̂�𝑚𝑖𝑛

) ∀𝑖 ∈ ℐ𝐾 , ∀𝑡 ∈ 𝒯 (28) 

𝑝𝑖,𝑡 − 𝑝𝑖,𝑡−1 ≤ �̂�𝑖
𝑈𝑃𝑥𝑖,𝑡−1 + �̂�𝑖

𝑆𝑈𝑣𝑖,𝑡
𝑆𝑈 (𝜙𝑖,𝑡

�̂�𝑈𝑃
) ∀𝑖 ∈ ℐ𝐾 , ∀𝑡 ∈ 𝒯 (29) 

𝑝𝑖,𝑡−1 − 𝑝𝑖,𝑡 ≤ �̂�𝑖
𝐷𝑁𝑥𝑖,𝑡 + �̂�𝑖

𝑆𝐷𝑣𝑖,𝑡
𝑆𝐷 (𝜙𝑖,𝑡

�̂�𝐷𝑁
) ∀𝑖 ∈ ℐ𝐾 , ∀𝑡 ∈ 𝒯 (30) 

𝑝𝑖,𝑡 ≤ �̂�𝑖,𝜌𝑞𝑖,𝑡 + �̂�𝑖,𝜌𝑥𝑖,𝑡 (𝜙𝑖,𝜌,𝑡
𝑝

) ∀𝑖 ∈ ℐ𝐻 , ∀𝜌 ∈ 𝒫, ∀𝑡 ∈ 𝒯 (31) 

𝑉𝑟,𝑡 = 𝑉𝑟,𝑡−1 − �̂�(𝑄𝑟,𝑡 + 𝑆𝑟,𝑡 − �̃�𝑟,𝑡) + ∑ �̂�(𝑄𝑚,𝑡 + 𝑆𝑚,𝑡)

𝑚∈ℳ𝑟

 (𝜆𝑟,𝑡
𝑉 ) ∀𝑟 ∈ ℛ, ∀𝑡 ∈ 𝒯 

(32) 

�̂�𝑟
𝑚𝑖𝑛 ≤ 𝑉𝑟,𝑡 ≤ �̂�𝑟

𝑚𝑎𝑥 (𝜙𝑟,𝑡
�̂�𝑚𝑎𝑥

, 𝜙𝑟,𝑡
�̂�𝑚𝑖𝑛

) ∀𝑟 ∈ ℛ, ∀𝑡 𝒯 𝑡 = 𝑇 (33) 

�̂�𝑟
𝑒𝑛𝑑 ≤ 𝑉𝑟,𝑡 ≤ �̂�𝑟

𝑚𝑎𝑥 (𝜙𝑟,𝑡
�̂�𝑓𝑖𝑚

, 𝜙𝑟,𝑡
�̂�𝑚𝑎𝑥

) ∀𝑟 ∈ ℛ, 𝑡 = 𝑇 (34) 

0 ≤ 𝑆𝑟,𝑡 ≤ �̂�𝑟
𝑚𝑎𝑥 (𝜙𝑟,𝑡

�̂�𝑚𝑎𝑥
, 𝜙𝑟,𝑡

�̂�𝑚𝑖𝑛
) ∀𝑟 ∈ ℛ, ∀𝑡 ∈ 𝒯 (35) 

�̂�𝑖
𝑚𝑖𝑛𝑥𝑖,𝑡 ≤ 𝑞𝑖,𝑡 ≤ �̂�𝑖

𝑚𝑎𝑥𝑥𝑖,𝑡 (𝜙𝑖,𝑡
�̂�𝑚𝑎𝑥

, 𝜙𝑖,𝑡
�̂�𝑚𝑖𝑛

) ∀𝑖 ∈ ℐ𝐻 , ∀𝑡 ∈ 𝒯 (36) 

𝑄𝑟,𝑡 = ∑ 𝑞𝑖,𝑡

𝑖∈ℐ𝐻

 
(𝜆𝑟,𝑡

𝑄
) ∀𝑟 ∈ ℛ, ∀𝑡 ∈ 𝒯} (37) 

Expression (22) is the power balance, (23) to (26) model the DC approach, (27) to (30) model the thermal 
problem, including generation costs, ramp constraints and operating limits, while in (31) to (37) the hydro 
problem, which includes the linear production function, the water balance and its operational limits. It is 
noteworthy that the hydroelectric production function was linearized through a concave piecewise linear 
approximation, following [17]. 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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Next to each constraint in the viability set Ω(𝑥, 𝑣, 𝓊), the respective dual variables (𝜆 and 𝜙), are 
represented, as these will be considered to solve the problem. Thus, the complete mathematical formulation 
can be represented hierarchically according to (38) to (42). 

𝑧 = min
𝑥,𝑣

∑ ∑ (𝐶𝑖,𝑡
𝑆𝑈 + 𝐶𝑖,𝑡

𝑆𝐷 + 𝐶𝑖,𝑡
𝑁𝐿𝑥𝑖,𝑡)

𝑖∈ℐ𝐾 

𝑇

𝑡=1

+  𝜂 (Level 1) (38) 

s.t:   

Constraints (10) to (21)  (39) 

𝜂 =  max
𝓊∈𝒰

𝛿 (Level 2) (40) 

s.t:   

Constraints (2) to (8)   

𝛿 = min
𝑦∈Ω(𝑥,𝑣,𝓊)

∑ ∑ 𝐶𝑖,𝑡
𝑃

𝑖∈ℐ𝐾

𝑇

𝑡=1

+ ∑ ∑ �̂�𝑟,𝑡
𝑆 𝑆𝑟,𝑡

ℛ

𝑟=1

𝑇

𝑡=1

 

(Level 3) (41) 

s.t:   

Constraints (22) to (37)  (42) 

Solution Methodology 

The resulting model from the formulation consists on a three-level mixed integer linear optimization 
model. This kind of problem, three levels (two-stage), or even bi-level models (single stage), are known to be 
NP-hard, i.e., they are extremely difficult to solve [32], [33], [34], [35], [36]. Among the solutions used to solve 
this kind of problem is the column and constraint generation algorithm (C&CG). In general, this technique 
consists of decomposing the three-level model into two other problems: the main problem (master), which 
contains the first-stage decisions, and the subproblem, which contains the second-stage decisions. Unlike 
the Benders decomposition, the C&CG uses only information related to the primal decision variables to 
reconstruct the objective function of the main problem, which improves the convergence [10], [32].  

Thus, the three-level model is solved using this approach where, in the main problem, the best UC 
decisions are defined and in the subproblem, the main problem decisions are fixed, and the best operational 
decisions given the worst realization of the uncertainties are identified. At the end of the subproblem 
resolution, the information related to the uncertainties is sent to the main problem, where they are fixed. At 
each iteration a new set of constraints is included to the main problem, where uncertainties are fixed 
according to each of the different scenarios visited – as represented in the flowchart of Figure 2. 

The first level – main problem, is solved by approximating the function 𝜂 through the set of primal 
constraints – (22) to (37). Thus, the main problem can be represented through the formulation (43) to (46). 

min
𝑥,𝑣

∑ ∑ (𝐶𝑖,𝑡
𝑆𝑈 + 𝐶𝑖,𝑡

𝑆𝐷 + 𝐶𝑖,𝑡
𝑁𝐿𝑥𝑖,𝑡)

𝑖∈ℐ𝐾 

𝑇

𝑡=1

+  𝜂  (43) 

s.t:   

Constraints (10) to (21)  (44) 

Constraints (22) to (37)  ∀𝜔′ ≤ 𝜔 (45) 

𝜂 ≥ ∑ ∑ 𝐶𝑖,𝑡,𝜔′
𝑃

𝑖∈ℐ𝐾

𝑇

𝑡=1

+ ∑ ∑ �̂�𝑟,𝑡
𝑆 𝑆𝑟,𝑡,𝜔′

ℛ

𝑟=1

𝑇

𝑡=1

 ∀𝜔′ ≤ 𝜔 (46) 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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where 𝜔′ is the iteration counter of the problem, so 𝜔′ = 1, … , 𝜔, where 𝜔 is the total number of iterations 
(updated at each iteration). In this solution step, the optimization variables correspond to the commitment 

decisions of the units (𝑥𝑖,𝑡 , 𝑣𝑖,𝑡
𝑆𝑈, 𝑣𝑖,𝑡

𝑆𝐷), the operating decisions (𝐶𝑖,𝑡,𝜔′
𝑃 , 𝑝𝑖,𝑡,,𝜔′ , 𝑃𝑙,𝑡,,𝜔′ , 𝜃𝑛,𝑡,,𝜔′ , 𝑞𝑖,𝑡,,𝜔′ , 𝑄𝑟,𝑡,,𝜔′ , 𝑉𝑟,𝑡,𝜔′ ,

𝑆𝑟,𝑡,𝜔′), and the auxiliary variable 𝜂, which is used to reconstruct the objective function gradually. 

 

 

Figure 2. Solution framework for the two-stage robust optimization problem 

The uncertainty parameters (�̃�𝑤,𝑡,𝜔′, �̃�𝑟,𝑡𝜔′, �̃�d,𝑡𝜔′), are fixed in their optimal values from the solution 

obtained in the subproblem for each of the iterations performed, being used as input into the main problem. 
The objective is to find a unique value for 𝑥 and 𝑣, ensuring that the best operating point for the worst 

realization of uncertainty is being search. It is also noteworthy that the optimization variable 𝜂 represents the 

objective function of the subproblem and there is a single 𝜂 to be optimized in the main problem. Note that 
the main problem consists of a single-level MILP problem (minimization), since it includes binary decisions 
related to the UC problem, which can be solved through a conventional commercial solver. 

Regarding to subproblem, it consists of the second and third level of solution as described between 
constraints (40) to (42). Because it is composed of two levels this cannot be solved directly as the main 
problem. Thus, the subproblem is solved through a single level equivalent model. As mentioned above, at 
each iteration a new set of commitment decisions is found in the main problem where, at each iteration, these 
optimal decisions related to binary variables are used as input data in the subproblem and are therefore fixed 
in the second stage of solution. Thus, a purely linear, continuous, and convex two-level model in its decision 
variables (𝑦\(𝑥, 𝑣) ∈  Ω(𝑥∗, 𝑣∗, 𝓊)) is obtained in the subproblem, allowing it to be rewritten on a single 
equivalent level through the Karush-Kuhn-Tucker (KKT) conditions. Thus, the bilevel problem 

max
𝓊∈𝒰

min
𝑦

𝑏𝑇𝑦(𝓊) is rewritten as max
𝓊∈𝒰,𝑦,𝜆,𝜙

𝑏𝑇𝑦(𝓊, 𝜆, 𝜙) where 𝑦 represents the optimization variables related to 

minimization subproblem; 𝓊 represents the optimization variables related to maximization subproblem; 𝜆 is 

the dual variable related to equality constraints of the minimization subproblem; 𝜙 is the dual variable related 
to inequality constraints of the minimization subproblem. The resulting subproblem is a non-linear model due 
to complementarity constraints, which has the following format 0 ≤ 𝑎 ⊥ 𝑏 ≥ 0. Such nomenclature is 

equivalent to the non-linear expression 𝑎 ≥ 0, 𝑏 ≥ 0 and 𝑎𝑏 = 0, which can be replaced by the equivalent 
mixed integer linear representation [32], also called the Big M method. Therefore, the final model obtained in 
the subproblem is a single level (maximization) mixed integer linear problem and can be solved using an 
available commercial solver. The steps followed to reformulate the subproblem (two level problem), using the 
KKTs were mainly based on [32], and the final formulation obtained is available in supplementary material 
for those who interested. 

The two-stage solution procedure can be summarize as follow:  
 

(1) An initial estimate is obtained to �̃�d,𝑡, �̃�𝑤,𝑡 and �̃�𝑟,𝑡;  

(2) Definition of upper and lower bounds: 𝑈𝐵 = +∞ and 𝐿𝐵 = −∞;  
(3) The iteration counter is initialized (𝜔 = 0);  

(4) Using the values obtained in (1), the main problem is solved, where the optimal values of 𝑥𝑖,𝑡
∗ , 𝑣𝑖,𝑡

𝑆𝑈∗,

𝑣𝑖,𝑡
𝑆𝐷∗, 𝜂∗, 𝐶𝑖,𝑡,𝜔′

𝑃∗ ,  𝑝𝑖,𝑡,𝜔′
∗ , 𝑃𝑙,𝑡,𝜔′

∗ , 𝜃𝑛,𝑡,𝜔′
∗ , 𝑞𝑖,𝑡,𝜔′

∗ , 𝑄𝑟,𝑡,𝜔′
∗ , 𝑉𝑟,𝑡,𝜔′

∗ , 𝑆𝑟,𝑡,𝜔′
∗   are obtained;  

(5) Update LB: 𝐿𝐵 = ∑ ∑ (𝐶𝑖,𝑡
𝑆𝑈 + 𝐶𝑖,𝑡

𝑆𝐷 + 𝐶𝑖,𝑡
𝑁𝐿𝑥𝑖,𝑡

∗ +  𝜂∗)𝑖∈ℐ𝐾 
𝑇
𝑡=1 ;  

(6) The subproblem is solved using information obtained in (4) as input data (fixed). The realization of 

uncertainties (�̃�𝑤,𝑡,𝜔′
∗ , �̃�d,𝑡,𝜔′

∗ ,�̃�𝑟,𝑡,𝜔′
∗ ) are then stored for later use as input to the main problem;  

Main problem Subproblem

�̃�𝑤,𝑡
∗ ; �̃�𝑑,𝑡

∗ ; �̃�𝑟,𝑡
∗

𝑥𝑖,𝑡
∗ ; 𝑣𝑖,𝑡

𝑆𝑈∗
; 𝑣𝑖,𝑡

𝑆𝐷∗

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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(7) Update 𝑈𝐵: 𝑈𝐵 = min{𝑈𝐵, ∑ ∑ (𝐶𝑖,𝑡
𝑆𝑈 + 𝐶𝑖,𝑡

𝑆𝐷 + 𝐶𝑖,𝑡
𝑁𝐿𝑥𝑖,𝑡

∗ ) + ∑ ∑ 𝐶𝑖,𝑡
𝑃∗

𝑖∈ℐ𝐾

𝑇
𝑡=1 + ∑ ∑ �̂�𝑟,𝑡

𝑆 𝑆𝑟,𝑡
∗ℛ

𝑟=1
𝑇
𝑡=1𝑖∈ℐ𝐾 

𝑇
𝑡=1 };  

(8) The convergence between stages is checked as a relative error between the two solution stages 
(𝑡𝑜𝑙);  
(9) If convergence does not occur, the iteration counter is updated and the process continues to occur 
from (4), using the information found in (6), until the convergence value is within the 𝑡𝑜𝑙. 

RESULTS AND DISCUSSIONS 

Test systems 

The Python 3.8 language and the Gurobi 9.0.2 solver was used to solve the models. A laptop with an 
Intel® Core™ i5-3230M CPU @ 2.60GHz, with 4.00 GB RAM was used to carry out the simulations.  

Two test systems were considered to perform the simulations and validate the proposed model: (1) 30 
buses IEEE test system (30-IEEE) adapted from [17] and [37]; (2) 33 buses southern Brazilian test subsystem 
from the national interconnected system (33-BTS), adapted from [38] and [39]. In both test systems 
hydroelectric generation capacity is predominant in the system. Also, in both cases, the total demand is 
expressed as a percentage of the system's total generation capacity, with the maximum demand occurring 
at 6 p.m. To thermoelectric and hydroelectric plants, it was considered that each plant is composed of only 
one generating unit, given the similar characteristic, which is a common practice in the literature, such is done 
in [16] and [17]. 

The hydroelectric production function is represented by a piecewise linear approximation function, which 
is concave to ensure the model's convexity [17]. In the 30-IEEE test system, this linearization was used 
according to [17]. In the 33-BTS, only a linear segment was considered, which would be equivalent to the 
model with constant productivity, a practice also found in the literature, as for example in [40], [41], [42], [43] 
and [44]. Other iterative processes, or methodologies could be used to perform this linearization, however 
details like that are not within the scope of this study. The complete data and other information regarding the 
test systems used can be verified in the supplementary material. 

Given these test systems, different scenarios were verified using different values for 𝛤. The scenarios 
presented in Table 1 and Table 2 were considered of greater relevance to discuss. The ones highlighted, 
called “main scenarios”, will be discussed more closely. Regarding the analyzed uncertainty levels, a 𝛤 

between 0 and 0.20 and 0.25 was considered, however, 𝛤 can have any value between 0 and 1. The choice 

of 𝛤 studied in this work was carried out regarding variations closer to what could occur in a real situation. 

Table 1. 30-IEEE Operation Costs Results and Simulation Times 

𝚪𝑾, 𝚪𝑯 
𝚪𝓓 

𝟎. 𝟎𝟎 𝟎. 𝟏𝟎 𝟎. 𝟏𝟓 𝟎. 𝟐𝟎 𝟎. 𝟐𝟓 

𝟎. 𝟎𝟎 
$55 $106.94 $1069.93 $2 857.58 $5 521.41 

364.57s 59.99s 591.6s 5478.91s 14706s 

𝟎. 𝟏𝟎 
$55 $222.62 $1180.61 $3169.89 $5 833.72 

63.42s 64.15s 355s 4361.19s 697.41s 

𝟎. 𝟏𝟓 
$55.00 $277.96 $1 240.95 $3 326.05 $6 000.88 

36.96s 33.49s 458.27s 5649.5s 606.86s 

𝟎. 𝟐𝟎 
$55.00 $333.30 $1 296.29 $3 482.21 $6 287.51 

46.76s 32.64s 2388.11s 1949.33s 230.35s 

𝟎. 𝟐𝟓 
$55.00 $388.64 $1 351.63 $3638.36 $6 489.15 

29.75s 41.37s 3900.73s 3177.74s 145.67s 

Table 2. 33-BTS Operation Costs Results and Simulation Times 

𝚪𝑾, 𝚪𝑯 
𝚪𝓓 

𝟎. 𝟎𝟎 𝟎. 𝟏𝟎 𝟎. 𝟏𝟓 𝟎. 𝟐𝟎 

𝟎. 𝟎𝟎 
$0.00 $11500.00 $26696.61 $30282.21 

38.53s 27.97s 72.28s 57.36s 

𝟎. 𝟏𝟎 
$0.00 $11500.00 $26718.21 $30466.54 

15.01s 52.22s 97.13s 104.54s 

𝟎. 𝟏𝟓 
$11500.00 $11518.96 $26820.12 $30615.93 

16.9s 27.89s 1650.61s 47.91s 

𝟎. 𝟐𝟎 
$11500.00 $23399.77 $27059.82 $30797.39 

16.28s 32.19s 289.25s 144.92s 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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Considerations to computer simulations 

To perform the computer simulations, some improvements were made to the proposed mathematical 
model: (1) The normalization of operating costs, i.e., the objective function was divided by 1000, for both test 
systems. This strategy does not affect the final solution of the problem, it only improves the convergence 
times of the simulated models; (2) Expressions (2), (4), (6) and (7) were rewritten by replacing the inequality 
sign with the equality sign in order to reduce the solution search space. This is possible because the optimal 
solution of the proposed model is always found at the extremes of the sets of polyhedral uncertainties [20]; 
(3) A penalty for spillage was considered – Expression (9), in order to avoid the occurrence of unwanted 
spillages. As discussed, the spillage decision, as well as its fictitious cost, is a second stage decision. 
However, it was found that the addition of the spill cost in the subproblem makes this solution computationally 
intractable. Thus, in order to improve the convergence time and continue using this spill cost to obtain an 
improved solution, a small spill cost was added to the main problem – constraint (46).  This was assumed as 

1𝑥10−3 and 1𝑥10−1 for 30-IEEE and 33-BTS, respectively. Note that this change is only possible because 
the occurrence of unnecessary spillages in the original model does not impact the generation decision cost, 
and therefore has no impact on the problem final solution; (4) The variable M, from Big M method that was 
used to linearize the complementarity constraints resulting from the KKTs, was defined as the lowest possible 
value that does not change the final result. These definitions were made following what is suggested in [45], 
since the definition of a good value of M is very important to guarantee the computational tractability of the 
model. The final values of M used in the present work, as well the other specifications, can be checked in the 
supplementary material for those interested. 

Results analysis 

The results related to the total operating costs ($) and the time (in seconds) of simulations obtained for 
test systems are presented in Table 1 and Table 2. It is observed, that there is an increase concerning the 
total operating cost as Γ increases. For example, in 30-IEEE, there is an increase of about $6106.53 in 

operating costs related to thermal generation from scenario where Γ𝒟 = Γ𝑊 = Γ𝐻 = 0.10 to scenario where 

Γ𝒟 = Γ𝑊 = Γ𝐻 = 0.25, in order to meet the systems requirements, as represent in Figure 3. 
 

 

 

Figure 3. Operating total costs for the 30-IEEE in the main scenarios. The logarithmic scale is used to demonstrate 
more clearly the results obtained graphically. In addition to the operating costs ($) shown in the graph, a table with the 
percentage that each cost represents of the total amount of operation is also added below. 

 

0,00 0,10 0,15 0,20 0,25

Geração térmica $0,00 $162,62 $1.120,95 $3.352,21 $6.269,15

Status ligado $35,00 $35,00 $75,00 $85,00 $105,00

Desligamento $0,00 $0,00 $0,00 $0,00 $20,00

Acionamento $20,00 $25,00 $45,00 $45,00 $95,00

$20 $25
$45 $45

$95

$20

$35 $35

$75 $85

$105$162.62

$1120.95

$3352.21

$6269.15

Thermal generation

Status on

Shutdown

Start up

Γ𝐻 = Γ𝑊 = Γ𝒟 = 0.00 Γ𝐻 = Γ𝑊 = Γ𝒟 = 0.10 Γ𝐻 = Γ𝑊 = Γ𝒟 = 0.15 Γ𝐻 = Γ𝑊 = Γ𝒟 = 0.20 Γ𝐻 = Γ𝑊 = Γ𝒟 = 0.25

0.00% 73.05% 90.33% 96.27% 96.61%

63.64% 15.72% 6.04% 2.44% 1.62%

0.00% 0.00% 0.00% 0.00% 0.31%

36.36% 11.23% 3.63% 1.29% 1.46%

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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Likewise, there is an increase in costs related to the start up decisions, since the energy reserve 
requirements also starts to increase due to the variability in demand, resulting from Γ. Also, the thermal units 
need to be on for longer periods, or more plants need to be start up and consequently kept on, as higher is 

the assumed Γ – for Γ𝒟 = Γ𝑊 = Γ𝐻 = 0, for example, the start up cost is $35.00 and for 0.25 this cost becomes 
$105.00. In both test systems, even the hydro units having enough energy to meet the demand, it was 
necessary to turn on the thermal plants, since the water volume targets for the last period of operation must 
be met. Likewise, it is often necessary to keep the thermal units on, in order to comply with the minimum start 
up and shutdown times, as well as ramp constraints. 

Regarding the simulation time, there was no pattern that relates the computational time with the assumed 
Γ, however it is worth mention the improvements resulting from the computational adjustments carried out, 
like the adjustment of the sign in the uncertainty sets, described in the subsection Considerations to computer 

simulations. For 30-IEEE, for example, in scenario where Γ𝒟 = Γ𝑊 = Γ𝐻 = 0.20 without using the equal sign, 
the total simulation time was 11405 seconds, just over 3 hours of simulation, while using the signal of equality 
a computational time of 1949 seconds, just over 32 minutes, was obtained. The same objective function value 
was found in both simulated scenarios, but with a difference of more than two and a half hours between the 
times of the two simulations performed. 

Regarding the uncertainty variation impact on UC decisions, it was found, that the activation of the hydro 
units are prioritized, and the thermal units are activated only in specific periods to meet demand or reserve 

requirements. In the 30-IEEE, for example, even with Γ𝒟 = Γ𝑊 = Γ𝐻 = 0, there is a need to turn on at least 

one thermal unit to meet the requirements. As Γ increases, it is necessary to turn on a greater number of 
units, or even units with greater generation capacity, capable of meeting the variability resulting from the 
adopted Γ. In the 33-BTS, a similar behavior is verified. Due to the characteristics of the system, with great 
wind participation and a large hydro generation available, the activation of the thermal units starts to occur 

from Γ𝒟 = Γ𝑊 = Γ𝐻 = 0.10. In this scenario starts up only 1 thermal machine is enough to meet demand and 
reserve requirements, while in the other main scenarios both available units are necessary. The generation 

of thermal energy to meet the demand grows from 215MW in scenario where Γ𝒟 = Γ𝑊 = Γ𝐻 = 0.15, to 

443MW in scenario where Γ𝒟 = Γ𝑊 = Γ𝐻 = 0.20.  
Regarding the water balance, in the 30-IEEE system, the results obtained were consistent. It was found 

that the addition of the spillage cost, was very positive for the system. In the scenario where Γ𝒟 = Γ𝑊 = Γ𝐻 =
0.15, for example, there was a decrease from 295.39hm³ to 0hm³ in the occurrence of unwanted spillages. 

Meanwhile in scenario where Γ𝒟 = Γ𝑊 = Γ𝐻 = 0.20, for 33-BTS, the spillage applying to the costs had a 
reduction of more than 465hm³. In both test systems the same final result was obtained with and without the 
costs applied. 

Finally, regarding the constraints related to transmission network system, it is worth mentioning the 
behavior of 33-BTS test system, where some transmission lines, most of them directly connected to 
demands, reached their limits in the different simulated scenarios. So varying 𝛤 it is possible to notice which 
lines reach their limits, and such information can be useful for the energy system operator in order to study 
and avoid possible system bottlenecks, ensuring reliable operating conditions. 

Discussions regarding the computational costs 

The optimization problem presented showed great challenges in computational terms. Without the 
adjustments described in the subsection Considerations to computer simulations, many simulated scenarios 
had prohibitive simulation times (more than 24 hours) and in some cases they even caused memory errors, 
preventing the iterations from being completed. Therefore, the presentation of some findings in this work can 
contribute to possible future studies.  

In order to identify the causes of this computational costs, a study of the constraints in the different stages 
of the model solution was carried out. It was found that although the main problem grows as the number of 
iterations also grows, the longer computational times are related to the subproblem, that is, the second stage 
decisions. The subproblem, as discussed, has a very complex combinatorial nature due to the methodology 
used to linearize the complementarity constraints – the Big M method together with binary variables. So, this 
linearization methodology may be one of the bottlenecks in the solution optimization process of the second 
stage, which is also pointed out in some studies such as [6] and [13].  Another point are the constraints with 
temporal (ramp constraints and water balance) and spatial (cascading plants) coupling and their respective 
expressions related to KKTs, where the intertemporal and spatial nature is naturally extended. Thus, the 
improvements proposed in the subsection Considerations to computer simulations are very important 
contributions of this work, since such adjustments allowed an improvement in computational costs. 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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CONCLUSION 

 
In the present work, a computational model was proposed applying robust optimization to the day-ahead 

UC problem of a hydro-thermal-wind power system. Uncertainties in demand, wind power and water inflow 
were considered, as well as a DC model of the transmission network and energy reserve requirements. The 
final model was computationally implemented using the Python 3.8 programming language.  

One of the main contributions of the present work involves the uncertainties water inflow modeling 
considering the spatial and temporal water problem relation through a polyhedral uncertainty set. In addition, 
it is considered in a problem that also deals with uncertainties in demand and wind generation. The use of 
the piecewise linear approximation to the hydroelectric production function is also considered of great 
relevance, since it allows the incorporation of important characteristics of the water problem to the 
optimization under uncertainties. 

The proposed optimization model also allowed the application of the C&CG algorithm for its resolution, 
which is commonly used in the literature. The complete model and its solution allowed identifying important 
aspects related to the computational costs, verifying that the constraints that couple the problem in space 
and time have a significant influence on the simulation times, as well as the combinatory nature of the 
subproblem, due to the use of the Big M methodology to linearize the complementarity constraints.  

Some strategies in order to reduce computational costs were adopted, such as adjusting the value of M 
and changing the sign of the uncertainty sets, which allowed the achievement of scenarios with consistent 
results in reasonable simulation times given the dimensions of the test systems considered. 

Through the computer simulations carried out, it was also verified that the system is capable of prioritizing 
the most economical energy sources. As the level of uncertainty in generation, water inflow and demand 
increases, a greater use of thermal plants is required, either to meet demand, or to meet reserve 
requirements. In one of the simulated scenarios, it was also possible to verify that the increase in the 
uncertainty budget, also impacts the power flow through the transmission lines, causing the operational limits 
to be reached for longer periods of time, and for more transmission lines, as the level of uncertainty also 
grows. The study of this behavior can be very useful for the electrical power system operator in the sense 
that the variations in uncertainty levels can demonstrate possible bottlenecks in the system, such as the need 
to increase the transmission limits of certain points in the system. 

An important observation is that higher levels of uncertainty can be simulated through the proposed 
model, higher than the maximum uncertainty level of 0.25 adopted in the present study. However, it may 
happen that in certain cases the models do not identify a feasible solution, indicating the need for some action 
related to the expansion of the system, so that it can support possible variability of the uncertainties 
considered. One way to carry out this study is to incorporate load shedding into the problem, which is a 
suggestion for future work. 

Furthermore, it is worth noting that due to the nature of two-stage decision making, the essential solution 
for the robust model proposed in the present study is first-stage decisions, while second-stage decisions are 
made with perfect information about uncertainties. This is the case of many of the works mentioned 
throughout the literature review of this study, and a way to circumvent this limitation is to use multistage 
optimization models that employ the so-called decision rules, which is also a guideline for the development 
of future works, aimed at optimization under uncertainty. 

Finally, it is concluded that the robustness of the solution in the proposed model, can be controlled 
through the level of uncertainty. The higher the level of uncertainty considered, the worse the simulated 
operating conditions are, and consequently the higher the associated operating costs. This allows the 
operator of the electric power system to prepare for the occurrence of unexpected situations in the operation 
planning, and take preventive actions to guarantee the safe and reliable system operation. Thus, robust 
optimization can be seen as a preventive view of what can happen during the operation of the electric power 
system, being used by the central operator as a basis to taking important decisions in real-time operation 
and in the improvement on the operation planning and expansion of the electric power systems. 
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