
316 Brazilian Journal of Physics, vol. 30, no. 2, June, 2000

The LHCb Experiment

L. de Paula
1�

1 LAPE, Instituto de F��sica, Universidade Federal do Rio de Janeiro,

C.P. 68528 - Rio de Janeiro , 21945-970, Brazil

E-mail: leandro@if.ufrj.br

Received 7 January, 2000

An overview of the LHCb experiment, which has been aprooved by CERN in september 1998, is
presented [1].

I Physics Motivation

I.1 Introduction

CP violation was �rst discovered in neutral kaon de-

cays in 1964 [2]. Its origin is still one of the outstanding

mysteries of elementary particle physics.

The Standard Model with three quark families can

naturally generate CP violation in both weak and

strong interactions althought CP violation in the strong

interaction has never been detected. CP violation in

the weak interaction is generated by the complex three-

by-three unitary matrix, known as the CKM matrix,

introduced by Kobayashi and Maskawa [3]. Observed

CP-violating phenomena in the neutral-kaon system are

consistent with this mechanism. However, it cannot be

excluded that physics beyond the Standard Model con-

tributes, or even fully accounts for the observed phe-

nomena.

CP violation also plays an important role in cos-

mology. It is one of the three ingredients required to

explain the excess of matter over antimatter observed

in our universe [4]. The level of CP violation that can

be generated by the Standard Model weak interaction

is insuÆcient to explain the dominance of matter in the

universe [5]. This calls for new sources of CP violation

beyond the Standard Model.

Since its discovery, CP violation has been detected

only in the decay amplitude of KL mesons. Experimen-

tal e�orts in the kaon sector will continue for some time.

In the B-meson system there are many more decay

modes available, and the Standard Model makes pre-

cise predictions for CP violation in a number of these.

The B-meson system is therefore a very attractive place

to study CP violation, and to search for a hint of new

physics.

CP violation

The elements of the CKM matrix

VCKM =

0
@
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Vij , are related to the relative strengths of the tran-

sition of down-type quarks (j = d, s, b) to up-type

quarks (i = u, c, t), normalised to
p
GF, where GF is

the Fermi coupling constant. The matrix is uniquely

de�ned by four parameters. Among various parameter-

isations, the most convenient one is that proposed by

Wolfenstein [6]:

VCKM � V
(3)
CKM + ÆVCKM

where the expansion up to third order in � is given by
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The parameter � is given by the sine of the Cabibbo

angle [7], measured to be 0:221� 0:002 [8] from decays

involving s-quarks.

For a qualitative discussion of CP violation in B-

meson systems, V
(3)
CKM is suÆcient and the second term

ÆVCKM, which is given by
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is usually ignored. For CP violation in K0-K0 oscilla-

tions, the correction to Vcd is important. For B-meson
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systems, the correction to Vtd and Vts becomes rele-

vant once the sensitivity of experiments to measure CP-

violation parameters becomes 10�2 or less. Note that

� 6= 0 is required to generate CP violation.

Six of the nine unitarity conditions of the CKM ma-

trix can be drawn as triangles in the complex plane.

The two triangles relevant for the B-meson systems are

shown in Fig. 1. The related unitarity conditions are

given by

VudVub
� + VcdVcb

� + VtdVtb
� = 0

VtbVub
� + VtsVus

� + VtdVud
� = 0:

Figure 1. Two unitarity triangles in the Wolfenstein's pa-
rameterisation with an approximation valid up to O(�5).

The two triangles become identical if ÆVCKM is ig-
nored.

The angles of the triangles can be extracted either
indirectly by measuring the lengths of the sides, or,
within the Standard Model, directly from CP asym-
metries. If the angles extracted by the two di�erent
methods disagree, this would indicate new physics.

Since � is well known, the two triangles are com-
pletely determined by � and �, which can be derived
from jVcbj, jVubj and jVtdj, as seen from Fig. 1. The
parameter A is extracted from measurements of jVcbj
and �. Values of jVcbj and jVubj are extracted from
various B-meson decays and are currently known to be
0:041� 0:003 and 0:0033� 0:0009 [8], respectively. The
large error on jVubj is due to the limited experimen-
tal data available and theoretical uncertainties in the
evaluation of strong interaction e�ects. Experiments
at e+e� machines running at the �(4S), i.e. CLEO,

BABAR and BELLE, will reduce the errors on these
elements. Their precisions will ultimately be limited
by the theoretical uncertainties.

The value of jVtdj is currently determined from
the frequency of B0

d-B
0
d oscillations. Due to diÆcul-

ties in evaluating the e�ects of hadronic interactions,
the extracted value has a large uncertainty, jVtdj =
0:009� 0:003 [8]. This situation can be improved con-
siderably once jVtsj is extracted from the frequency of
B0
s -B

0
s oscillations and jVtd=Vtsj is used instead of jVtdj,

since the Standard Model calculation of this ratio has
a much reduced hadronic uncertainty. Experimentally,
CDF, D0, HERA-B and SLD will try to measure the
B0
s -B

0
s oscillation frequency. However, this may not be

possible before LHCb becomes operational, if the fre-
quency is high.

Once � and � are derived from jVcbj, jVubj and jVtdj,
the angles �, �, 
 and Æ
 can be calculated. At present,
a non-zero value of � can only be obtained if CP vio-
lation in K0-K0 oscillations is included in the analy-
sis [9]. Future rare kaon decay experiments measuring
K ! ���� will also provide information on � and � [10].

In the framework of the Standard Model, direct
measurements can be made of the angles �, �, 
 and Æ
,
or their combinations, from CP asymmetries in di�erent
�nal states of B-meson decays. Well known examples
are [10]:

1. � + 
 from B0
d ! �+��

2. � from B0
d ! J= KS

3. 
 � 2Æ
 from B0
s ! D�s K

�

4. Æ
 from B0
s ! J= �

5. 
 from B0
d ! D0K�0;D0K�0;D1K

�0,

where it is understood that the charge-conjugated de-
cay processes are also measured, and D1 is the CP = +1
state of the neutral D meson. Note that the angle �
is not measured directly but can be determined only
through the triangle relation � = � � � � 
. Within
the framework of the Standard Model, �, 
�2Æ
 and 

measured from the decay channels 2, 3 and 5 have very
little theoretical uncertainty.

If a new 
avour-changing neutral current is intro-
duced by physics beyond the Standard Model, it can
have a large e�ect on B0

d-B
0
d and B0

s -B
0
s oscillations,

since the contribution of the weak interaction is second
order. For such a case, the values of jVtdj and jVtsj ex-
perimentally extracted from B-B oscillations no longer
correspond to their real values. The angles � + 
, �,

�2Æ
 and Æ
, extracted from the decay channels 1{4,
are also a�ected. These angles, measured in the two
ways explained above, will no longer agree.

The angle 
 can be determined from channels 1 and
2 using B0

d decays, or from channels 3 and 4 using B0
s
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decays. Since B0
d-B

0
d and B0

s -B
0
s oscillations can be af-

fected di�erently by the new 
avour-changing neutral
current, the two measurements of 
 may disagree.

Since only a small contribution from the new

avour-changing neutral current is expected in D0-D0

oscillations, 
 extracted from the �fth decay mode
would be very close to the Standard Model value.
Therefore, 
 calculated from the decay channels 2 and
3 and 
 obtained from channel 5 will not agree.

In the Standard Model, Æ
 is expected to be of the
order of 10�2, and the CP asymmetry in B0

s ! J= �
decays should be very small. The new 
avour-changing
neutral current could, however, generate a large CP-
violating e�ect in this decay channel.

This illustrates how new physics could be detected
from precise measurements of CP violation in various
B-meson decays, combined with � and � determined
from other B-meson decays. Detailed discussion can be
found elsewhere [11].

Another way to search for physics beyond the Stan-
dard Model is to study B-meson decays that are rare
or even forbidden in the Standard Model. For example,
B-meson decays generated by the penguin processes are
�rst order in the weak interaction, and their branching
fractions are less likely to be a�ected by new physics.
However, these decay modes may exhibit a sizable CP-
violating e�ect through interference, if new physics is
present [12]. Similarly, a large e�ect could be seen in
the energy asymmetry of the lepton pairs produced in
b! s`+`� decays [13].

There are many ways to look for a sign of new
physics. In all cases, large numbers of both B0

s and B0
d

mesons are required, and many di�erent decay modes
have to be reconstructed.

I.3 LHCb performance

Compared to other accelerators that are in oper-
ation or under construction, the LHC will be by far
the most copious source of B mesons, due to the high
bb cross section and high luminosity. A variety of b-
hadrons, such as Bu, Bd, Bs, Bc and b-baryons, are
produced at high rate.

The LHCb experiment plans to operate with an av-
erage luminosity of 2�1032 cm�2 s�1, which should be
obtained from the beginning of LHC operation. Run-
ning at this luminosity has further advantages. The
detector occupancy remains low, and radiation damage
is reduced. Events are dominated by single pp interac-
tions that are easy to analyse. The luminosity at the
LHCb interaction point can be kept at its nominal value
while the luminosities at the other interaction points
are being progressively increased to their design values.
This will allow the experiment to collect data for many
years under constant conditions. About 1012 bb pairs
are expected to be produced in one year of data taking.

The LHCb detector is designed to exploit the large
number of b-hadrons produced at the LHC in order
to make precision studies of CP asymmetries and of

rare decays in the B-meson systems. It has a high-
performance trigger which is robust and optimised to
collect B mesons eÆciently, based on particles with
large transverse momentum and displaced decay ver-
tices.

Table 1. Expected numbers of events reconstructed o�ine
in one year (107 s of data taking) with an average luminosity
of 2� 1032 cm�2 s�1, for some channels.

Decay Visible O�ine
Modes Br. fraction Reconstr.

B0
d ! �+�� + tag 0:7� 10�5 6.9 k

B0
d ! K+�� 1:5� 10�5 33 k

B0
d ! �+�� + tag 1:8� 10�5 551

B0
d ! J= KS + tag 3:6� 10�5 56 k

B0
d ! D0K�0 3:3� 10�7 337

B0
d ! K�0
 3:2� 10�5 26 k

B0
s ! D�s �

+ + tag 1:2� 10�4 35 k
B0
s ! D�s K

+ + tag 8:1� 10�6 2.1 k
B0
s ! J= � + tag 5:4� 10�5 44 k

The detector can reconstruct a B-decay vertex with
very good resolution and provide excellent particle iden-
ti�cation for charged particles. Excellent vertex resolu-
tion is essential for studying the rapidly oscillating Bs

mesons and in particular their CP asymmetries. It also
helps to reduce combinatoric background when recon-
structing rare decays.

Without separating kaons from pions, reconstructed
Bd ! �+�� decays are heavily contaminated by Bd !
K���, Bs ! K��� and Bs ! K�K� decays. These
introduce unknown systematic errors in the measured
CP asymmetry in Bd ! �+�� decays, since these de-
cay modes may well have asymmetries too. The mea-
surement of their asymmetries is also interesting. The
ability to distinguish kaons from pions is also essential
for Bs ! D�s K

�, where the main background comes
from Bs ! D�s �

� decays. The branching fraction of
Bs ! D�s �

� is estimated to be ten times larger than
Bs ! D�s K

�, and no CP violation is expected. There-
fore, without separating the two channels, CP asymme-
tries in Bs ! D�s K

� decays would be seriously diluted.
Particle identi�cation is also needed for the reconstruc-
tion of Bd ! DK� decays, to reduce combinatoric back-
ground.

With the capabilities described above, LHCb is ide-
ally suited to determine all the angles of the two unitar-
ity triangles using high-statistics data. Table 1 shows
the expected numbers of o�ine-reconstructed events for
various B-meson �nal states in one year (107 s) of data
taking. Simulation studies show that the LHCb detec-
tor is able to trigger and reconstruct, in addition to
�nal states with only charged particles, also those in-
cluding a photon or �0. This enhances the capability
of the experiment to determine � without theoretical
uncertainty from the penguin amplitude, and to allow
the interesting radiative penguin decays to be studied.
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Table 2. Expected precision on the angles of the unitarity triangles obtained by the LHCb experiment in one year of data
taking. Special features of the detector, i.e. particle identi�cation and excellent decay time resolution (�t), are indicated
when they are important. Details can be found in Part V of this document.

Parameter Decay Mode � [1 year] Exploited features of LHCb

� + 
 B0
d and B0

d ! �+��; no penguin 0.03 K/� separation
(= � � �) penguin/tree= 0:20� 0:02 0.03{0.16 K/� separation

� B0
d and B0

d ! J= KS 0.01 -


 � 2Æ
 B0
s and B0

s ! D�s K
� 0.05{0.28 K/� separation and �t


 B0
d ! D0K�0;D0K�0;D1K

�0 and 0.07{0.31 K/� separation

B0
d ! D0K�0;D0K�0;D1K

�0

Æ
 B0
s and B0

s ! J= � 0.01 �t
xs B0

s and B0
s ! D�s �

� up to 90 (95% CL) �t

Table 2 summarises the expected precision on the
angles of the unitarity triangles and the sensitivity to
B0
s -B

0
s oscillations, obtained after one year of data tak-

ing. It also indicates the decay modes used and the im-
portant features of the LHCb detector discussed above.

In addition to investigating CP violation in B-meson
decays, the physics programme of the LHCb experi-
ment will include studies of rare B and � decays, D-
D oscillations and Bc-meson decays. For example, the
ability to reconstruct the large number of B0

d ! K�0

decays given in Table 1 demonstrates that the LHCb
experiment can study various other decay modes gen-
erated by the b! s
 process, such as B0

d ! K��
 and
B0
s ! �
. Reconstruction of B0

d ! K�0�+�� should
also be possible. The large numbers of reconstructed
events expected allow searches to be made for surpris-
ing e�ects in these rare decay modes. Events needed
to study these processes will pass the standard Level-0
to Level-2 trigger cuts. Only the Level-3 algorithm will
need to be tuned accordingly.

II Detector

LHCb is a single-arm spectrometer with a forward an-
gular coverage from approximately 10mrad to 300 (250)
mrad in the bending (non-bending) plane. The choice
of the detector geometry is motivated by the fact that
at high energies both the b- and b-hadrons are predom-
inantly produced in the same forward cone, a feature
exploited in the 
avour tag. This is demonstrated in
Fig. 2 where the polar angles of the b- and b-hadrons
calculated by the PYTHIA event generator are plotted.
The polar angle is de�ned with respect to the beam axis
in the pp centre-of-mass system.

Fig. 3 shows the momentum distributions for B0
d !

�+�� decays into 4�, and for those where the momenta
of both pions are measured in the spectrometer. The
decrease of the detector acceptance for high momenta
is due to the loss of particles below 10mrad. In the low
momentum region, the loss of acceptance is due to slow
pions that do not hit enough tracking stations for their
momenta to be measured.

Figure 2. Polar angles of the b- and b-hadrons calculated
by the PYTHIA event generator.

Figure 3. Momentum distributions for B0
d ! �+�� decays

into 4�, and for those where the momenta of both pions are
measured in the spectrometer.

To determine the momentum range required for the
spectrometer, the B0

s ! D0
s�

+ decay is studied. The
�+ de�nes the high end of the momentum range, and
the �� from the D�s decay the low end. Fig. 2 shows the
momentum distributions for both pions, when they are
within the spectrometer acceptance. Few tracks have
momenta beyond 150 GeV/c.
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Figure 4. Momentum distributions for the �+ from B0
s !

D0
s�

+ decays and for the �� from the subsequent D�s decay,
where the momenta are measured in the spectrometer.

The requirements for the vertex detector can be
illustrated by the decay-length distribution of B0

d !
�+�� shown in Fig. 5. The average decay length for
the detected B0

d ! �+�� is 1.0 cm.

II.1 General layout

The layout of the LHCb spectrometer is shown in
Fig. 6. Intersection Point 8, currently used by DELPHI,
has been allocated to the experiment. A modi�cation
to the LHC optics, displacing the interaction point by
11.25m from the centre, has permitted maximum use to
be made of the existing cavern by freeing 19.7m for the
LHCb detector components. A right-handed coordinate
system is de�ned centred on the interaction point, with
z along the beam axis and y pointing upwards.

Figure 5. Decay-length distributions for B0
d ! �+�� de-

cays in 4�, and those where both pions are detected in the
spectrometer.

LHCb comprises a vertex detector system (including
a pile-up veto counter), a tracking system (partially in-
side a dipole magnet), aerogel and gas RICH counters,
an electromagnetic calorimeter with preshower detec-
tor, a hadron calorimeter and a muon detector. All

detector subsystems, except the vertex detector, are
assembled in two halves, which can be separated hor-
izontally for assembly and maintenance, as well as to
provide access to the beam pipe.

II.2 Beam pipe
A 1.8m-long section of the beam pipe around the

interaction point has a large diameter of approximately
120 cm. This accommodates the vertex detector system
with its retraction mechanics, and has a thin forward
window over the full detector acceptance. This part is
followed by two conical sections; the �rst is 1.5m long
with 25mrad opening angle, and the second is 16m
long with 10mrad opening angle. The current design is
based on aluminium walls, but partial replacement by
beryllium is under study.

II.3 Magnet

The spectrometer dipole is placed close to the in-
teraction region, in order to keep its size small. Since
tracks in the vertex detector are used in the trigger, it
is desirable to have the vertex detector in a region of
low magnetic �eld for fast track �nding. The �rst RICH
counter is designed to cover the momentum range down
to 1 GeV/c. To maintain the necessary RICH1 accep-
tance and to avoid tracks bending in the gas radiator,
RICH1 is also required to be in a region of low magnetic
�eld. The magnet is therefore placed behind RICH1,
allowing an acceptance of 330mrad in both projections
upstream of the magnet.

A superconducting magnet is chosen to obtain a
high �eld integral of 4Tm with a short length. It
bene�ts from the existing infrastructure of the DEL-
PHI solenoid. The �eld is oriented vertically and has
a maximum value of 1.1T. The polarity of the �eld
can be changed to reduce systematic errors in the CP-
violation measurements that could result from a left-
right asymmetry of the detector. The free aperture
is 4.3m horizontally and 3.6m vertically. The coil is
designed to maximise the �eld homogeneity. An iron
shield upstream of the magnet reduces the stray �eld
in the vicinity of the vertex detector and of RICH1.

II.4 Vertex detector system

The vertex detector system comprises a silicon ver-
tex detector and a pile-up veto counter. The vertex
detector has to provide precise information on the pro-
duction and decay vertices of b-hadrons both o�ine and
for the Level-1 trigger. The latter requires all channels
to be read out within 1�s. The pile-up veto counter is
used in the Level-0 trigger to suppress events contain-
ing multiple pp interactions in a single bunch-crossing,
by counting the number of primary vertices.
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Figure 6. The LHCb detector seen from above (cut in the bending plane).

II.4.1 Vertex Detector

The Vertex Detector layout consists of 17 stations
between z = �18 cm and +80cm, each containing two
discs of silicon detectors, with circular (r) and radial
(�) strips, respectively. The discs are positioned per-
pendicular to the beam. Planes with radial strips al-
ternate between a +5Æ and �5Æ stereo angle. Tracking
coverage extends radially from 1 to 6 cm, and provides
at least three space points on tracks with polar angles
down to 15mrad. A silicon thickness of 150�m is used
to reduce multiple scattering. The front-end electronics
up to the Level-0 bu�ers are mounted at approximately
7 cm from the beam axis. Analogue information from
220,000 ampli�ers is transmitted on 7000 twisted-pair
cables through the vacuum tank to the readout elec-
tronics at a distance of about 10m from the detector.
At nominal luminosity, the innermost part of the de-
tector is expected to give acceptable performance (i.e.
a minimum signal-to-noise ratio of 8) for at least one
year, when operated at 5ÆC.

The readout pitch varies from 40 to 80�m for the r-
strips and from 40 to 104�m for the �-strips. This pro-
vides hit resolutions between 6 and 10�m for double-
channel clusters and between 9 and 18�m for single-
channel hits. A resolution of approximately 40�m on

the impact parameter of high-momentum tracks is ob-
tained. Each detector element covers 61Æ in azimuth,
the innermost r strips being read out in two segments.
This ensures that the strip occupancy stays below 0.8%.

Material from guard rings on the detectors, from
an RF-shield and a wake-�eld suppressor reaches to
within 4mm of the beam axis. This is acceptable during
normal LHC operation for physics data taking. How-
ever, the material has to be retracted by 3 cm during
injection. This is possible because the complete assem-
bly is constructed in two halves, which can be moved
apart vertically. With a longitudinal o�set of the two
halves by 2 cm, an overlap of the sensitive areas can be
achieved. The design foresees a secondary vacuum for
the detectors inside a 100�m aluminium RF-shield.

II.4.2 Pile-up Veto Counter

Two dedicated planes of silicon detectors act as a
pile-up veto which is available in time for the Level-0
trigger. These detectors have circular strips and are
placed upstream of the main Vertex Detector, oppo-
site to the spectrometer arm. Each plane is subdivided
into 60Æ sectors containing 300 strips with a pitch be-
tween 120 and 240�m. The on-detector electronics in-
clude a discriminator, and the digital information of the
3600 channels is fed through the vacuum tank to nearby
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vertex-�nding processors. Simulations show that a pri-
mary vertex is reconstructed with a resolution of 1mm
along the beam direction. This rejects 80% of double
interactions while retaining 95% of single interactions.

II.5 Tracking system

The tracking system, consisting of Inner and Outer
Tracker, provides eÆcient reconstruction and precise
momentum measurement of charged tracks, track di-
rections for ring reconstruction in the RICH, and infor-
mation for the Level-1 and higher-level triggers.

The system comprises 11 stations (T1{T11 in Fig. 6)
between the vertex detector and the calorimeters. Pre-
cise coordinates in the bending plane are obtained from
wires or strips at 0Æ and �5Æ with respect to the verti-
cal (y; u; v). Stations immediately up- and downstream
of the RICH counters contain additional planes, pro-
viding precise measurements in the non-bending plane
(wires/strips along x). The choice of technology is de-
termined by the requirement of low occupancy. For
most of the acceptance, covered by the Outer Tracker,
particle 
uxes are below 1:4 � 105 cm�2s�1 and per-
mit the use of honeycomb-like drift chambers. For
the Inner Tracker, which lies inside a boundary of
60cm � 40 cm, a di�erent technology handling 
uxes
up to 3:5 � 106 cm�2s�1 is required. Because of its
reduced dimensions, station T1 contains only Inner
Tracker modules.

The expected momentum resolution for the chosen
design is approximately 0.3% for momenta from 5 to
200GeV=c, limited mainly by multiple scattering. Mass
resolutions are good, e.g. 17MeV=c2 for B0

d ! �+��.

II.5.1 Outer Tracker

The detector proposed is based on honeycomb-
chamber technology: a multi-cell layer with mostly
5 mm cells is built from two pre-formed conductive
foils. Two staggered layers, separated by a conductive
foil and sandwiched between two foam layers, make up
a self-supporting module for one coordinate measure-
ment. Such a module is 0.4% X0 thick. Most stations
are assembled from four modules with y; u; v; y orien-
tations. Stations 2, 10 and 11 contain two additional
x modules. The total number of electronic channels is
110,000.

With a fast CF4-based drift gas, signal latency will
be two bunch-crossing intervals. Single-cell resolution
is expected to be < 200�m. The inner boundary of the
Outer Tracker stations is determined by demanding a
maximum cell occupancy of less than 10%.

II.5.2 Inner Tracker

For coverage inside jxj = 30 cm and jyj = 20{30 cm,
chambers using a Microstrip Gas Chamber (MSGC)
with a Gaseous Electron Multiplier (GEM) are taken
for the cost evaluation. Until all problems with this
technology are solved, LHCb is keeping silicon strip
detectors as a fall-back solution, since they are es-
timated to be more expensive. Microstrip Cathode

Chambers, which might turn out to be cheaper than
the MSGC/GEM solution, are also under study.

The addition of a GEM to the MSGC reduces dras-
tically the danger of sparking in the MSGC, as the gas
ampli�cation is divided into two stages. Detector mod-
ules of linear dimensions up to 30 cm are proposed, with
a 2mm drift gap, a 50�m GEM foil and a 2mm am-
pli�cation gap. With a gain of 20 in the GEM, safe
operation of the MSGC at a gain of 200 can be ob-
tained. Glass substrates with diamond-like coating are
used, with a readout pitch of 220�m. In a 1.1T �eld,
the strip hit multiplicity is around 1.5, and the hit res-
olution is better than 65�m. The occupancy is on av-
erage below 1%, and at most 4% at a minimum dis-
tance of 36mm from the beams. A total sensitive area
of 14m2 has to be equipped with about 220,000 read-
out channels. For the Level-1 trigger, four channels are
combined to provide a granularity of 0.88mm.

II.6 RICH detectors

The RICH system has the task of identify-
ing charged particles over the momentum range 1{
150GeV=c, within an angular acceptance of 10{
330mrad. Particle identi�cation is crucial to reduce
background in selected �nal states and to provide an
eÆcient kaon tag. To achieve this goal, the system con-
sists of an upstream detector (RICH 1) with both a sil-
ica aerogel and a C4F10 gas radiator, and a downstream
detector (RICH 2) with a CF4 gas radiator. RICH1
has 25{330mrad acceptance in both x and y projec-
tions and is situated upstream of the magnet to detect
low-momentum tracks that are swept out of the accep-
tance. Although RICH2 has a reduced acceptance, 10{
120mrad in x and 10{100mrad in y, it catches a large
fraction of the high momentum tracks, e.g. 90% of re-
constructed pions from B0

d ! �+�� with p > 70 GeV=c
(i.e. beyond the limit for �{K separation in RICH1).

The pion thresholds are 0.6, 2.6, and 4.4GeV=c
for the aerogel, C4F10 and CF4 radiators, respectively.
Kaon thresholds are 2.0, 9.3 and 15.6GeV=c. The
Cherenkov photons are focussed by mirrors to detector
planes positioned outside the spectrometer acceptance.
Hybrid photodiodes (HPD's) with pixel or pad readout
are foreseen. A total image surface of about 2:9m2 and
a detector granularity of 2:5mm � 2:5mm is required.
A major e�ort goes into the development of HPD's,
which must provide a large fraction of active area at
an acceptable cost. Multianode photomultipliers are
considered as a back-up solution. Assuming an active-
area fraction of 73%, approximately 340,000 electronic
channels are required.

RICH1 has a 5 cm-thick aerogel radiator and a
95 cm-long C4F10 radiator. The expected numbers of
detected photoelectrons are 15 and 55, respectively, for
tracks with � = 1. Preliminary prototype results are
in agreement with expectations, including Cherenkov-
angle resolution and photon yields.
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RICH2 is �lled with a CF4 radiator with an approx-
imate length of 180 cm. To shorten the overall length
of the detector, the image from the spherical mirror is
re
ected by a second 
at mirror to the detector planes.
Approximately 30 detected photoelectrons are expected
for tracks with � = 1.

Using a maximum likelihood analysis, all recon-
structed tracks from simulated b-events are identi�ed
with eÆciencies and purities above 90%. A 3� separa-
tion of pions from kaons is achieved over the momentum
range 1{150GeV=c.

II.7 Calorimeters

The main purpose of the calorimeters is to pro-
vide identi�cation of electrons and hadrons for trig-
ger and o�ine analysis, with measurements of position
and energy. The required Level-0 trigger selectivity de-
mands a longitudinal segmentation of the electromag-
netic calorimeter (ECAL). The structure consists of a
single-layer preshower detector followed by a Shash-
lik ECAL. A scintillating-tile geometry is used for the
hadron calorimeter (HCAL).

Acceptance and lateral detector segmentation of the
three subsystems are geometrically matched to facil-
itate trigger formation. Polar acceptance starts at
30mrad as a compromise between performance, cost
and radiation dose. The outer transverse dimensions
are matched projectively to the tracker acceptance.
Front-end electronics can be largely uni�ed due to the
choice of similar scintillator and wavelength-shifting
(WLS) �bre technology. It is expected that signal col-
lection times less than 25 ns can be achieved.

II.7.1 Preshower detector

The cells of the Preshower detector are made up
from 14mm-thick lead plates followed by square scin-
tillators, 10mm thick. Transverse dimensions of 4, 8
or 16 cm correspond to the segmentation of the ECAL.
Wavelength-shifting �bres, tightly coupled to the scin-
tillators, will be read out by multi-anode phototubes,
or possibly avalanche photodiodes.

II.7.2 Electromagnetic calorimeter

A �ne transverse segmentation is necessary for eÆ-
cient �0 reconstruction, and for discrimination between
electrons and charged hadrons with overlapping pho-
tons. To limit cost and complexity, the lateral segmen-
tation is adjusted radially in three steps, in such a way
that hit occupancy does not exceed 5%. A modest en-
ergy resolution with a 10% statistical and 1.5% constant
term is suÆcient for a hadron rejection factor of about
100, as well as for �0 reconstruction.

The ECAL submodule is constructed from 70 lay-
ers, consisting of 2mm-thick lead plates and 4mm-thick
polystyrene-based scintillator plates. The length corre-
sponds to 25 X0. Light is collected by 1mm-diameter
WLS �bres traversing the whole length of the stack.
The transverse granularity is varied by merging the
readout of either 1, 4 or 16 identical submodules.

Tests with injection-moulded polystyrene-based
scintillators and Y-11 �bres indicate that operation
should be possible for more than 10 years, assuming
a maximum annual radiation dose of 0.4Mrad.

II.7.3 Hadron calorimeter

The HCAL module is constructed from scintillator
tiles embedded in an iron structure. The tiles are placed
parallel to the beam direction, in a staggered arrange-
ment. The overall transverse dimensions of the sensitive
volume are 9:0m � 7:0m and the depth of the iron is
1.5m. This provides 7:3�I.

The lateral segmentation of the submodules has
a 4:1 correspondence between the ECAL and HCAL.
Hence, cells have square cross-sections with sides of 8,
16, and 32 cm.

Approximately 50 photoelectrons/GeV are ex-
pected to be detected with phototubes, resulting in
an energy resolution with an 80% statistical and a 5%
constant term. Tests with a full-scale prototype using
16 cm� 16 cm cells have exceeded the expected perfor-
mance.

II.8 Muon detector

The Muon Detector provides muon identi�cation
and Level-0 trigger information. It consists of four sta-
tions M2{M5 embedded in an iron �lter and a special
station M1 in front of the calorimeter. All stations have
pad readout to achieve fast trigger response. The sizes
of the logical pads (used for triggering and reconstruc-
tion) vary from 1 cm � 2 cm to 8 cm � 16 cm. To re-
duce capacitive noise, the largest logical pads have to be
formed by combining the information from four physical
pads, each connected to a separate ampli�er. Multigap
Resistive Plate Chambers (MRPC's) are proposed for
most of the coverage of M2{M5, where particle 
uxes
are below 5 � 103 cm�2s�1. Station M1 and the inner
regions of stations M2{M5 experience the highest 
uxes
and are therefore constructed from Cathode Pad Cham-
bers (CPC's). These chambers extend down to 25 mrad
in x and 15 mrad in y. The complete Muon Detector
has 45,000 readout channels formed from 230,000 phys-
ical pads.

An MRPC has four 0.8mm gaps, read out by a sin-
gle pad plane and sandwiched between two honeycomb
plates. To achieve high-rate capability, the chambers
have to be operated in the avalanche mode with the low-
est possible gain. A multigap structure is proposed to
improve response time and to decrease the probability
of streamer formation. Peaking times of 10ns are ex-
pected. Two MRPC layers per station are required for
good eÆciency. Occupancy is below 10% everywhere.

A CPC module contains two multiwire proportional
chambers with vertical wires placed asymmetrically and
forming 1 and 4mm gaps, each with cathode-pad read-
out from the 1mm gap. The chambers are sandwiched
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between, and separated by, honeycomb plates. A muon
station is formed by two such modules.

II.9 Front-end electronics

The subdetectors will use a common architecture
for the front-end electronics, which has to accommo-
date the speci�c trigger requirements of LHCb, making
maximum use of existing components. All analogue
and digital signals arriving at 40MHz will be stored
in Level-0 pipelined bu�ers, 128 cells deep, to await
the Level-0 trigger decision taken after a �xed delay
of 3.2�s. Events accepted at an average rate of 1MHz
are transmitted to short derandomising bu�ers to avoid
over
ow due to limited output speed. The data are
then multiplexed and digitised, if they were still ana-
logue, and sent to Level-1 bu�ers, 256 events deep, to
allow up to 256�s for the next trigger selection. The
average rate of events accepted by Level-1 is 40 kHz.
Accepted events pass zero suppression and data format-
ting, are multiplexed and sent via the \front-end links"
to the data acquisition system, located approximately
60m from the detector.

The front-end electronics mounted inside the detec-
tor must be radiation hard or tolerant, the dose inte-
grated over 10 years amounting to 0.2Mrad at 30 cm.
Part of the electronics, probably from the Level-1 bu�er
onwards, will be mounted at least 4m from the beam
to permit standard components to be used.

III Data Handling

III.1 Trigger/DAQ architecture

Events with B mesons can be distinguished from
other inelastic pp interactions by the presence of sec-
ondary vertices, and particles with high transverse mo-
mentum (pT ). This is illustrated in Fig. 7 and Fig. 8.
However, events with fully-reconstructed interesting bb
�nal states represent only a small fraction of the total
bb sample, due to the small branching ratios and the
limited detector acceptance. The LHCb trigger system
must therefore be selective and eÆcient in extracting
the small fraction of interesting events from the large
number of bb and other pp inelastic events.

Fig. 9 shows the general architecture of the trigger
and data acquisition (DAQ) system, including the main
data and control 
ows involved in transporting the sub-
detector data from the front-end electronics to the event
storage. The main parameters are summarised in Table
3.

The trigger strategy is based on four levels:

Figure 7. Number of secondary-vertex candidates recon-
structed in the Level-1 trigger, for inelastic pp events
(dashed) and B0

d ! �+�� events.

Figure 8. The pT distributions of the charged hadrons with
the highest pT in the event, for pp inelastic events and
B0
d ! �+�� events.

Level-0 comprises three high pT triggers, operat-

ing on muons, electrons and hadrons, together with

a pile-up veto that suppresses bunch-crossings with

more than one pp interaction. Level-0 operates at the

bunch-crossing frequency of 40 MHz, and is designed to

achieve a total suppression factor of 40. This includes

a factor of about 10 suppression of single inelastic pp

interactions by the high pT trigger.

The Level-0 trigger has a �xed latency of 3.2 �s.

This is suÆcient to cover the execution time of the

Level-0 algorithm (� 2 �s), and the time to collect

trigger input data and deliver the Level-0 decision to
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the front-end electronics (� 1 �s). The choice of la-

tency is compatible with the standard LHC design of

pipelines (128 steps) in the front-end electronics.

Level-1 has two components. The �rst, the vertex

trigger, selects events containing one or more secondary

vertices. The second, the track trigger, seeks to con�rm

the high pT trigger by searching for high pT tracks in

the tracking system. Level-1 operates at the Level-0

accept rate, nominally 1 MHz, and has a suppression

factor of 25.

The transfer of data from the front-end electronics

to the DAQ system is initiated by a positive Level-1 de-

cision. The average event length is �100 kB and thus

the DAQ must be able to cope with data rates of order

4 GB/s.

The Level-1 latency is variable and is largely de-

termined by the execution time of the Level-1 algo-

rithm. The processing-time distribution has an aver-

age of 120 �s, assuming a CPU power of 1000 MIPS,

and has long tails. The time for transfering data and

broadcasting the Level-1 decision is � 30�s. The max-

imum latency of Level-2 is set to 256 �s. The bu�er

space required in the front-end electronics to bridge the

Level-1 latency is not a serious issue, since it can be

implemented as a digital FIFO and can be of arbitrary

length.

Level-2 eliminates events with fake secondary ver-

tices, by using momentum information. Fake ver-

tices are typically caused by multiply-scattered low-

momentum tracks. Level-2 operates at the Level-1 ac-

cept rate, nominally 40 kHz, and achieves a suppression

factor of 8. It correlates information from the vertex

detector and tracking stations.

The Level-2 latency is determined by the execution

time of the algorithm. There is clear interest to make

this as eÆcient as possible, in order to minimise the

required installed CPU power, as the trigger operates

at 40 kHz. An average latency of 10 ms is required,

assuming a CPU power of 1000 MIPS. The bu�ering

requirements in the readout units are estimated to be

� 50 events for every ms of latency, and are therefore

not a critical issue.

Level-3 uses full and partial reconstruction of �nal

states to select events associated with speci�c b-hadron

decay modes. It makes use of information from all de-

tector components, including the RICH. The suppres-

sion factor of Level-3 is �25 and the data recording rate
is �200 Hz.

The Level-3 latency is estimated from existing re-

construction algorithms to be � 200 ms. At an input

rate of � 5 kHz, this gives a deployed CPU power re-

quirement of 106 MIPS. Again, bu�er capacity is not

a critical issue, as each CPU receives only � 30 Hz of

events.

Table 3. Trigger/DAQ parameters.

Parameter Value

Readout channels 950,000

Average event size 100 kB

Average Level-0 accept rate 1 MHz

Level-0 latency (�xed) 3.2�s

Average Level-1 accept rate 40 kHz

Level-1 latency (variable) < 256 �s

Front-end Links 165

Readout Units (RUs) �120

Event Building bandwidth 2-4 GB/s

Sub-farm Controllers (SFCs) � 120

Average Level-2 processing time 10 ms
(on a 1000 MIPS CPU)

Average Level-2 accept rate 5 kHz

Average Level-3 processing time 200 ms
(on a 1000 MIPS CPU)

Average Level-3 accept rate 200 Hz

Data storage rate 20 MB/s

Trigger system

III.2.1 Level-0 calorimeter triggers

The electron trigger requires isolated showers in the

ECAL, together with correlated hits in the pad cham-

ber (M1) in front of the calorimeter, and energy de-

position in the Preshower. Simulation shows that a

suppression factor of 100 for inelastic pp interactions

can be achieved with an ET threshold of 2.34 GeV,

whilst maintaining an eÆciency of more than 19% for

B ! e + X events, for which the electron hits the

calorimeter. A photon trigger is implemented by re-

quiring a higher ET threshold and no correlated pad

chamber hits. For example, a suppression factor of

�150 can be achieved for inelastic pp events with a cut

of 4 GeV, whilst retaining 22 % of B0
d ! K �0 
 where

the decay products are within the detector acceptance.

Events with high ET in the HCAL are accepted in or-

der to select B decays to hadronic �nal states. A cut of

ET > 2:4 GeV retains 60% of the B0
d ! �+�� events

that can be reconstructed o�ine, whilst suppressing the

background by a factor of 17.

Three di�erent approaches to the implementation of

these triggers are under investigation.

The �rst approach (3D-Flow) uses programmable

ASIC's assembled into planar layers, each processor be-

ing directly associated with one or more detector ele-

ments. Several layers are needed to achieve a pipeline

mode of operation, where the number of layers required
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depends on the latency of the algorithm. Each pro-

cessor exchanges information with the 4 nearest neigh-

bours in its layer in order to implement the cluster al-

gorithm. Studies based on a 3� 3 clustering show that

the �rst stage of the electron and photon algorithms

can be implemented with a 3D-Flow system containing

4 layers, each layer comprising 6000 processors. The

hadron algorithm requires 4 layers of 1500 processors.

The number of additional processors required to col-

lect the results and apply cuts is small by comparison.

Simulation studies show that the total execution time

of the Level-0 algorithms is less than 1.5 �s, which falls

within the allocated time.

Figure 9. General architecture of the trigger and DAQ system.

The second implementation study, also based on

3 � 3 clustering, seeks to exploit the similarity of the

LHCb and HERA-B electron triggers. Energy infor-

mation that has been digitised and calibrated is sent

from the front-end electronics into processing units,

which make extensive use of look-up tables. Specialised

units look for correlated hits in the pad chamber and

Preshower, and apply the ET cut.

The third approach uses an alternative algorithm,

based on 2� 2 clustering and searches for energy clus-

ters in the front-end electronics. The aim is to reduce

the large number of connections. The performance ob-

tained is comparable to that of the algorithm employed

by the two previous implementations.

III.2.2 Level-0 muon trigger

The muon trigger must maintain good eÆciency for

detecting B ! � + X, whilst suppressing muons from

� and K decays. The algorithm searches for tracks in

all �ve stations of the muon detector and imposes a

minimum pT requirement. Simulations show that a pT
resolution of 230 MeV=c can be achieved, which gives

signal eÆciencies of 30% for muons within the accep-

tance of the spectrometer, with a retention of < 2% for

inelastic pp interactions.
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Two implementation studies have been conducted

for the muon trigger. The �rst uses the same 3D-

Flow architecture as that used in the calorimeter trig-

ger. Data from all 45,000 channels are fed to a stack

of processors comprising three layers for making the

track search, each layer containing 1300 processors. A

second, much smaller, stack of processors is needed to

apply the �nal steps of the algorithm.

The second approach aims to exploit the low track

multiplicity in the muon chambers by already identi-

fying muon-track candidates with a coarse granularity

in the front-end electronics. Detailed hit information is

sent to the trigger units only from those regions in the

vicinity of the candidate muon tracks. This results in

a data suppression factor of about 20. Full muon track

processing is then performed on these pad hits.

III.2.3 Level-0 pile-up veto

Since primary vertices are spread along the beam

axis with �z = 5:3 cm, multiple primary vertices, in

a bunch crossing with more than one pp interaction,

can be identi�ed by reconstructing them with a modest

resolution. An algorithm has been developed to exploit

the fact that the z coordinate of the primary vertex

can be determined from only the radial position of the

emerging tracks. Simulation studies show that a vertex

resolution of 1 mm along z can be obtained using the

Pile-up Veto Counter. The performance of this veto is

suÆcient to give an 80% rejection of bunch-crossings

with two or more pp interactions, whilst retaining 95%

of single pp interactions. The vertex-based veto can be

complemented by a calorimeter total energy measure-

ment.

III.2.4 Level-0 decision unit

The results from all Level-0 trigger components are

fed to a single unit where they are combined and a �nal

decision is made. The acceptable combinations can be

programmed to give 
exibility and allow the trigger to

be adapted to running conditions.

III.2.5 Level-1 vertex trigger

The r-� geometry of the Vertex Detector is chosen

to facilitate the implementation of the vertex trigger

algorithm. After tracks are found in the r-z projection

within the 61 degree sectors (\2D tracks"), they are

combined with other 2D tracks in the opposite sector

to build two-track vertices. The position of the pri-

mary vertex is determined by combining all two-track

vertices, giving a resolution of 80 �m in z and 20 �m

in x and y. The impact parameter with respect to the

primary vertex is then calculated for each 2D track,

such that tracks coming from the primary vertex can be

eliminated. The �-cluster information is subsequently

added for all remaining 2D tracks and the track is re-

constructed in three dimensions. Finally, the algorithm

�nds secondary vertices that are signi�cantly separated

from the primary vertex. Simulation studies show that

a factor of 25 suppression of inelastic pp interactions

can be achieved with a 45% eÆciency for B0
d ! �+��

events that can be reconstructed o�ine.

The following implementation is proposed for the

vertex trigger. All Vertex Detector data for a speci�c

event, at a reduced resolution, are collected and dis-

patched to a single processor in a processor farm, where

the trigger algorithm is executed entirely in software.

Each event contains about 1000 clusters on average,

which results in a data collection rate of 2 GB/s. Pro-

cessing requirements are estimated from benchmarks

made by running the algorithm on a 180 MHz Pen-

tium CPU. Assuming the Level-1 trigger operates at

1 MHz, �120 processors of 1000 MIPS CPU capacity

would be needed to implement the vertex-trigger algo-

rithm. The maximum latency of the algorithm would

be of the order of 300 �s on a 1000 MIPS processor,

with the current version of the software. Optimisation

of the code has still to be done and the goal of 256 �s

should be easily achievable. A solution for the readout

network has been devised and elements of the computer

farm can be assembled from commercial components.

III.2.6 Level-1 track trigger

The tracking detectors are used to reject fake high-

pT tracks that passed Level-0, which originate from

background due to secondary interactions in detector

material, particle decays and overlapping showers. The

tracking algorithm uses high-ET clusters and tracks

found by Level-0 as seeds, thereby eliminating the need

for full pattern recognition. Tracks are identi�ed by

a series of backward extrapolations, starting from the

seed. After each extrapolation to the next tracking sta-

tion, the track parameters are recalculated using a sim-

pli�ed Kalman �lter technique. It is suÆcient to stop

the extrapolation at station T6 where the track momen-

tum is already measured with a resolution of approx-

imately 3%. Simulation shows that the track trigger

reduces the number of inelastic collisions by as much as

a factor of 10 whilst retaining between 50% and 80% of

signal events, depending on the B decay mode.

Each tracking station will be equipped with a pro-

cessing unit for collecting data and executing the al-

gorithm. Application-speci�c hardware would be used

for the pre-processing steps and, since the maximum la-

tency is 256 �sec, commercial Digital Signal Processors

can be used for executing the algorithm.

III.2.7 Level-1 decision unit

The results of the vertex and track triggers are sent
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to the Level-1 decision unit. This unit also receives

information from the Level-0 decision unit. Optimal

combinations can then be made based on all informa-

tion available before the �nal Level-1 decision is formed.

This unit will be implemented using look-up tables, so

that the trigger can be adapted to running conditions

and physics requirements.

III.2.8 Level-2 trigger

Level-2 is designed to match the vertex information

provided by the Vertex Detector with the momentum

information provided by the tracking detectors. Firstly,

all tracks are reconstructed in 3D in the Vertex Detec-

tor, and an initial estimate of the momentum is taken

from the polar angle of the track. The primary vertex

position is found with a resolution of 9 �m in x and

y and 38 �m in z. Tracks in the forward hemisphere

having an impact parameter larger than twice the reso-

lution (�6 tracks per event) are followed to station T5.

The impact parameter and its error are then recalcu-

lated using the measured momenta. Events are kept if

there are at least three tracks with an impact param-

eter greater than 3 times the resolution. Background

from KS and � decays is reduced by requiring that the

impact parameter is <2 mm. Simulations show that

Level-2 loses very few B-meson events, while it gives

good rejection of light quark events. Another positive

feature is that it also suppresses bb events where the

b-hadron decay products are only partially contained

inside the detector acceptance.

The Level-2 algorithms are executed on a farm of

general-purpose processors. The goal of a Level-2 la-

tency of �10 ms/event should be easily achievable, and
the total CPU requirement for Level-2 is 4�105 MIPS.

III.2.9 Level-3 trigger

A set of independent algorithms is used to select

exclusive b-hadron decays according to their topology.

The �lter algorithms are based on reconstruction and

analysis codes, but since they are applied in real-time,

�nal calibration and alignment constants are not nec-

essarily available and cuts are deliberately loosened.

Fitted tracks are subjected to a precise vertex recon-

struction, and, for those tracks having a large impact

parameter, a fast RICH pattern-recognition algorithm

is executed to search for kaons. Finally all information

is used to make a 
avour tag and the invariant masses

are calculated for the b-hadron decay of interest. It has

been found that a rejection factor of 25 can be achieved.

Benchmarks of the Level-3 algorithms indicate a total

CPU requirement of 106MIPS.

III.3 Data acquisition system

The role of the DAQ system is to read zero-

suppressed data from the front-end electronics, to as-

semble complete events and to provide suÆcient CPU

power for execution of the Level-2 and Level-3 algo-

rithms. The 
ow of data through the DAQ system is

being studied using simulation data. The input rates

are determined by the average event size, which is �100
kB, and the Level-1 accept rate, nominally 40 kHz. This

results in a total data-acquisition rate of 4 GB/s. The

output rate is governed by the nominal Level-3 accept

rate (�200Hz), leading to a data storage requirement

of �20 MB/s.

The current design contains the following functional

components. Readout Units (RU's) receive data from

one or more front-end links and assemble the fragments

belonging to each event. Full event building is achieved

by having all RU's dispatch their data into a read-

out network such that fragments belonging to the same

event arrive at the same destination. Complete events

are assembled at the destination by a unit called the

Sub-Farm Controller. This unit also has the role of al-

locating each event to one of the free CPU's it manages,

and the Level-2 and Level-3 algorithms are executed on

this CPU. Accepted events are written to storage de-

vices.

Two protocols are being studied for managing the


ow of data and for ensuring events are assembled cor-

rectly. In the �rst of these (full readout), data are im-

mediately routed through the readout network to the

destination as soon as they appear at the RU. Thus

complete events are immediately made available, and

there is complete 
exibility in de�ning and applying

the high-level trigger algorithms. In the second ap-

proach (phased readout), data from subsets of the RU's

are sent in several phases corresponding to the require-

ments of the high-level triggers. In this approach use

is made of the fact that high-level triggering is per-

formed in a sequence of steps, each step requiring a

subset of the data. Thus the bandwidth required of

the readout network can be reduced (by �50%), since
data need not be transmitted from all detectors if the

event can be rejected at an early stage. The full read-

out protocol is superior from the point of view of sim-

plicity of protocol, and the 
exibility in application of

the high-level trigger algorithms. However, the future

availability of high-bandwidth network technologies will

determine whether this solution can be realised at an

a�ordable cost.
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The clock, Level-0 and Level-1 decisions must all be

transmitted to the front-end electronics. The Trigger,

Timing and Control distribution system (TTC), devel-

oped in the context of the RD12 project and used by the

other LHC experiments, can also be used for LHCb, de-

spite the added requirement of distributing the Level-1

decision.

The Detector Control System (DCS) will be used to

monitor and control the operational state of the LHCb

detector, and to acquire slowly-changing data from the

detector to keep a permanent record of environmental

parameters. The DCS will be fully integrated with the

DAQ system.

III.4 Computing

A data-
ow analysis has been made of the comput-

ing system, in order to identify the key tasks and data


ows. Estimates of computing requirements are made

by analysing existing LHCb simulation, reconstruction

and analysis programs, and, in cases where they do not

yet exist, by extrapolations from similar codes devel-

oped by other experiments (such as HERA-B). Results

show that the total CPU requirements needed for sim-

ulation, for Level-2 and Level-3 triggers, and for re-

construction and analysis of simulated and real data,

amounts to � 5 � 106 MIPS. The data-storage re-

quirements for both real and simulated data amount

to �500 TB per year.

At present, LHCb depends almost entirely on cen-

tral computing facilities for satisfying its computing

needs. A modest increase in these needs (�50% per

year) is expected up to the end of 2000, and the use of

central services, inside and outside of CERN, will con-

tinue for this period. There will then be a signi�cant

increase in activity in test beams, and investment in

private CPU capacity is therefore be envisaged. Invest-

ment in full scale facilities will be left as late as possible,

to bene�t from improvements in the price/performance

ratio of computing equipment. It is considered that the

computing requirements are within the limits of cur-

rent technology trends, and that the equipment will be

a�ordable.

Attention will be given to the quality of software,

particularly for the high-level trigger algorithms. The

extra e�ort that this implies can be recovered by ex-

tracting as much use as possible out of each software

component by ensuring its reuse in all application do-

mains. This implies investment in sound engineering

and management practices. The LHCb simulation pro-

gram is written in FORTRAN, but will be re-engineered

using Object Technologies.
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