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Introduction
iell-informed citizens and spaces for debate and criticism are fun-
damental principles of democracy. Without them, the quality of de-
bate that societies must go through to improve themselves may de-

grade (Prothro; Grigg, 1960).
In the last decade, there has been a significant change in the concept of 

space for information and discussion: new technologies have allowed people to 
organize themselves to express their opinions and change their countries’ polit-
ical regimes. An exciting example of the phenomenon was the “Arab Spring”, 
in 2011, when mobilizations promoted on social networks, such as YouTube, 
Facebook, and Twitter caused great citizen engagement (Safranek, 2012). How-
ever, these same technologies have generated social tension and polarization, as 
they facilitate the dissemination of fake news and extremist speeches and may 
even influence election results (Tucker et al., 2018). For example, on January 
8, 2023, thousands of people invaded the headquarters of the three branches 
of government in Brasília. In the months before the invasion, social media plat-
forms were bombarded with fake news that not only cast doubt on the integrity 
of the Brazilian electoral process but also suggested a supposed constitutional 
legitimacy for the military forces to take power (Mota, 2023). Therefore, new 
technologies present us with both a challenge and an opportunity: to combat 
the spread of disinformation propaganda; and use this new medium as a ser-
vice for democracy to bring politics closer to the citizenry and promote debate 
on the main questions and important issues. This challenge has become even 
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greater with the launch of ChatGPT1 in 2022, a language model developed by 
OpenAI capable of generating texts based on a prompt provided by the user. In 
other words, in addition to amplifying the reach of fake news, technology is now 
capable of creating content (well-structured texts that are sometimes difficult to 
distinguish whether they were generated by humans or machines).

It is noteworthy that adopting new technologies has changed aspects of 
life in society. Among many reasons for this, the popularization of remotely con-
nected devices allows people to consume information and publish their opin-
ions extremely fast. However, although life has streamlined in many ways, most 
aspects of politics continue to be conducted similarly, without exploiting the 
power of synthesis present in most digital content. What occurs, therefore, is a 
mismatch between citizens – and their digital life – and the political behavior 
of their countries and the world, which may be one of the factors that strongly 
contribute to the current reduction of belief and trust in democratic institu-
tions (Simon et al., 2017). In this context, the concept of e-democracy or digital 
democracy gains strength: it can be understood as the use of technology in 
the policy formulation process and citizen-state relations by creating tools that 
encourage direct citizen participation in the decisions and discussions societies 
must go through (Council of Europe, 2009). Using these tools, citizens can be 
much more active in public life and decision-making process (Breindl; Francq, 
2008). Vedel (2003) defines three axes for digital democracy: information, dis-
cussion, and decision. We can interpret these axes as how citizens can act politi-
cally on the internet: inform themselves, be heard in the debate, and effectively 
participate in the decisions.

Nonetheless, misinformation can be a central problem for digital democ-
racy, as uninformed citizens produce poor discussions and decisions. This phe-
nomenon occurs fundamentally because not having information or having false 
information causes disinformation. However, information overload (Bontcheva; 
Gorrell; Wessels, 2013) is also a fundamental cause for disinformation, greatly 
aggravated by this digital context in which social networks have emerged. The 
information available in these networks is noisy because there is much more data 
than any user can consume. By their very nature, social networks have caused 
a more passive consumption of information on the internet: instead of actively 
seeking it out, people spend most of their time filtering and managing the enor-
mous amount of information they receive daily.

It is worth noting that information produced by state agencies is also 
noisy in general: it often consists of extensive documentation that is difficult for 
citizens to interpret, facilitating malicious groups to use decontextualized parts 
of this data to mislead the population. This excess of data generated from state 
agencies’ documents can be characterized as big data since they are informa-
tion assets with high volume, high velocity and high variety (or the three “V”s) 
that require advanced and innovative techniques and technologies for captur-
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ing, storing, and processing information for better analysis and decision-making 
(Gandomi; Haider, 2015). Therefore, since the set of all information generated 
by state agencies can be characterized as big data, the creation of services and 
tools for the dissemination, in a clear, direct and straightforward way of materi-
als that encourage the participation of citizens in ongoing political discussions 
becomes extremely important.

In search of better ways to handle big data, the last decade provided a 
revolution in Artificial Intelligence, expanding horizons and bringing discov-
eries of new tasks that machines can perform. In particular, natural language 
processing techniques already have the power to automatically interpret large 
volumes of information (Young et al., 2018). This ability enables, for example, 
the extraction of relevant and straightforward information from the large num-
ber of documents produced by state agencies, many of which are composed of 
long and complex texts. Creating a tool that uses these techniques to simplify 
information and translate it for the public would have many practical applica-
tions, among which we mention: assisting news agencies in information queries 
and the elaboration of journalistic works based on data (Data Journalism), and 
providing an increase in transparency of the actions of the political class towards 
society. It presents an opportunity to employ these new natural language pro-
cessing techniques for big data generated by state agencies.

In this context, this paper aims to contribute with a tool that allows the 
automatic collection, organization, selection, processing and simplification of 
information generated in political discussions. Our tool reduces data noise to 
get better information by processing the available public data. Therefore, we 
approach one of the essential axes of digital democracy information. In partic-
ular, we show a case study to validate our augmented democracy tool in this 
work. We turned to the Portuguese Parliament and used the minutes of the 
plenary meetings described in the Gazette of the Assembly of the Republic (or 
Diário da Assembleia da República Portuguesa, in Portuguese), seeking to de-
velop a tool that helps to clarify the legislative work. Our main contribution is 
to demonstrate the potential and feasibility of the proposed tool that:

1 Processes the massive and complex amounts of data produced in the 
legislative body, segmenting the minutes into pieces of discussion;

2 Extracts knowledge from political discourse, identifying actors, topics, 
subjects of interest, themes, projects and citations in the discussions;

3 Summarizes (i.e., compresses) relevant information, transforming large 
corpora of text into a smaller, easy-to-read representative text;

4 Provides a set of analysis and information dashboards for citizens and 
organizations.

The remainder of this paper is organized as follows. Initially, we sought to 
describe existing related works, seeking inspiration for features, and detecting 
similarities and differences with our proposal. Next, we describe our proposed 
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tool and summarize its functionalities, which are described in the following sec-
tions illustrated with representative examples drawn from the case study carried 
out with the minutes of the Portuguese Parliament. Finally, we close with our 
discussions and proposals for future work.

Related work
Some authors are already focusing on the textual analysis of public docu-

ments. Most applications developed in this context are in the sentiment analysis 
class, a branch of natural language processing. The sentiment analysis aims to 
classify the opinion expressed in texts as being positive, neutral, or negative 
about the items they are commenting on. Most works in the literature focused 
on the English language, but recent research in other languages has emerged 
more often (Rao, 2019). 

One of the pioneering works was that developed by Mullen and Malouf 
(2006). They explored the sentiment analysis of informal political discourse, re-
porting statistical tests performed on data from an American political discourse 
group in English. Although the results were preliminary, it is clear that simple 
text classification methods only sometimes yield satisfactory results for data as 
complex as political discourse texts.

However, in recent times, natural language processing has undergone 
a significant transformation due to powerful artificial intelligence techniques, 
such as neural networks and transformers, enabling more exciting results. Most 
of these techniques, notwithstanding, follow a supervised learning paradigm 
that requires a large amount of labeled data to train them, which is only some-
times available.

Recently, Watanabe and Zhou (2022) applied semi-supervised text classi-
fication techniques in United Nations documents. Semi-supervised techniques 
aim to reduce dependence on labeled data in training. They achieved robust 
results in Japanese and English languages using only small seed sentiment words 
to train the algorithm. While the results were encouraging, seed words for clas-
sification are still needed, which can be a potential flaw. It is in our interest to 
explore classification methods that only need a list of possible classes, not de-
pending on other auxiliary information provided by the user.

An inspiring example of our work is the project “Decide Madrid” (Procter 
et al., 2021), which, in addition to summarizing political information, allows 
citizens to give their opinion on the projects through the voting process. 
Among other goals, the “Decide Madrid” project aims to identify citizens’ po-
litical stances, group them by similar interests, and suggest proposals those users 
may want to support. It intensively explores a branch of artificial intelligence, 
machine learning, just as we do. However, in the current state of our tool, the 
platform offered by the project “Decide Madrid” is much more interactive with 
users, while our tool mainly offers data visualization.
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In Brazil, Silva et al. (2021) applied topic modeling to a dataset provided 
by The Chamber of Deputies Board of Innovation and Information Technolo-
gy, obtaining robust results and showing the effectiveness of applying modern 
techniques of natural language processing to political discourse. This work in-
spires us because it instigates the curiosity of seeing what would happen when 
not one, but many techniques are applied to political discourse. 

Although not the main focus of the proposed tool, it is interesting to ob-
serve that the amount of data generated does not present a challenge solely to 
the average citizen. Technicians and political agents from various levels of the 
public sector are required to analyze ever-increasing amounts of data in their 
work routines. In the legal field, for instance (Carmo et al., 2023), point out the 
existence of approximately 77.3 million ongoing cases in the Brazilian judicial 
system as of 2022. With such a significant volume, the use of technologies capa-
ble of accelerating the process flow has a relevant positive impact on society. In 
this regard, the authors mention the Justice 4.0 Program, a governmental initia-
tive aimed at promoting digital solutions to modernize the Brazilian Judiciary.

In the Portuguese scenario, a mobile application called meuparlamento.
pt2 allows people to verify which political party they are closest to when only the 
votes carried out on specific projects are analyzed. This application addresses 
the same domain as our tool, the Portuguese Parliament; however, there is no 
exploration of artificial intelligence techniques to extract more elaborate knowl-
edge from the minutes of parliamentary sessions – and that is our goal here.
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Source: Site of the Assembly of the Republic, DAR I Series n.001 (Accessed June 29, 2024).
Figure 1 – Gazette of the Assembly of the Republic (DAR, from “Diário da Assem-

bleia da República”, in Portuguese)

Proposed tool 
Portugal has been a democracy since 1974, and in 1975, the minutes 

of the Portuguese Parliament started being transcribed. From 1976, on the 
3rd. Republic, the transcripts of the Gazette of the Assembly of the Republic 
(“Diário da Assembleia da República”, DAR, in Portuguese) appeared, illustrat-
ed in Figure 1, freely available to the public (Assembleia da República, 2024). 
The transcripts of the DAR minutes are used by our tool to extract information 
of public interest.

The tool proposed in this paper presupposes determining which informa-
tion is relevant to the public and presenting the results simply and visually in an 
easy-to-handle interface. By focusing on the Portuguese Parliament, we sought 
to identify which information could interest citizens and which information al-
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ready produced by the DAR minutes could be summarized and exposed to the 
citizen in different and understandable ways.

Figure 2 illustrates the general scheme of the proposed tool and its respec-
tive functionalities. Initially, both the DAR minutes and the initiatives discussed 
in parliament are accessed, and transcripts are taken from the parliament web-
site2, where all minutes are publicly and freely available. The texts of the minutes 
are previously processed and stored in a database, which will then be available 
for the functionalities to access, as described in the next section. From the DAR 
minutes and initiatives obtained in the data collection step and stored in the 
database, the tool can automatically compute citations spoken by members of 
parliament in the sessions of interest, classify discussions in the sessions into 
topics and themes, and summarize parts of the minutes. Each of these function-
alities and respective forms of presentation in the user interface is described in 
the subsequent sections.

Source: Elaborated by the authors. 
Figure 2 – General scheme of the proposed tool and its respective functionalities: 

(i) Computation of direct or indirect citations; (ii) Classification of topics 
and themes covered in the minutes; and (iii) Automatic summarization 
of parts of the minutes of interest. These functionalities access a database 
generated from the DAR minutes and the initiatives discussed in the par-
liament sessions. Results are shown in a user interaction interface.

Data collection
Initially, we used web crawling (Pant; Srinivasan; Menczer, 2004) and web 

scraping (Mitchell, 2018) techniques to collect data periodically published on 
the Portuguese Parliament’s website, namely the minutes of parliamentary ses-
sions (Assembleia da Republica, 2021). This data is available in the form of 
texts, each containing the transcripts of a session. We then structured the con-
tent of these documents in a database to facilitate processing, and building large 
text corpora. These data were pre-segmented in the agenda items of each meet-
ing, which involve political statements, discussions, and votes on parliamentary 
initiatives (bills, draft resolutions, parliamentary inquiries, among others), in 
addition to other matters. We refer to these tasks as the data collection step.
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With this database organized, we apply machine learning techniques as-
sociated with natural language processing methods to provide functionalities to 
the user. All results were obtained by conducting experiments on minutes from 
09/16/2020 to 02/25/2021.

Computation of citations 
We define a subject of interest as a set of user-defined keywords related to 

a subject, such as “corruption” or “education”. We define direct citations as 
parliament members’ speeches that explicitly mention the keywords. The other 
speeches contained in the same discussion in which there was at least one di-
rect citation are indirect citations. A functionality presented by the augmented 
democracy tool proposed in this work uses segmented data from political state-
ments to, according to the subject of interest, calculate the direct and indirect 
citations for each party and each member of parliament within the time interval 
defined by the user.

To make it possible to search for direct and indirect citations, the DE-
BACER algorithm (Ferraz et al., 2021) was applied in the minutes to partition 
the sets of all political statements of each parliamentary session into blocks of 
speech that contain complete discussions (with a beginning and end), which is 
essential for understanding what is being said by the participants. We stored 
these partitions in a database and developed an analysis procedure. User-defined 
keywords were searched in these partitions, identifying the parliamentarian who 
explicitly cited them. From this data, various information could be generated. 
In particular, we show how often the keyword is cited by each member of par-
liament (or per party) in the user-defined period of interest. Indirect citations, 
both from a member of parliament and parties, are also computed.

We present the results of a case study for the subject of interest, “corrup-
tion”, to demonstrate the effectiveness of the proposed tool, analyzing the par-
ticipation of parties and members of parliament in this subject. The importance 
of using corruption as an example in the Portuguese case can be substantiated 
by several facts (Prémio Tágides, 2021, 2021), such as: (i) the estimated cost for 
the Portuguese of known corruption cases is equivalent to 30 % of the national 
public debt; (ii) the fact that only 1 of the 15 anti-corruption acts recommended 
in 2016 was fully implemented in Portugal; and (iii) also the fact that the Euro-
pean Parliament has estimated that corruption in Portugal costs the equivalent 
of 8 % to 10 % of GDP.

Figure 3 presents an example of information made available to the user. 
The figure shows the histograms indicating the number of direct and indirect 
citations of the user-defined word “corruption” (“corrupção” in Portuguese) 
and its derivatives (e.g., corrupt, corruptions, etc.), computed from the period 
between 09/16/2020 and 02/25/2021, either by each member of parliament 
or by the party.
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Source: Elaborated by the authors. 

Figure 3 – Histograms of direct and indirect citations of derivatives of the word “cor-
ruption” (“corrupção” in Portuguese) in the period from 09/16/2020 
to 02/25/2021. Top: Citations by parliamentarians (only the ten most 
cited). Bottom: Citations by party.

We can combine this tool with other functionalities. For example, we 
could determine the dominant theme on which the keyword was cited (for ex-
ample, “corruption in health”) if the citation functionality were combined with 
the one that discovers topics and themes described in the next section.

Topics and themes 
A second functionality developed in our tool performs two steps in the 

minutes of parliamentary sessions or parts of them, according to the period 
specified by the user. The first step is topic modeling, and the other is classifying 
the speeches into themes.

A topic model is a text-mining statistical model used to discover semantic 
structures hidden in a collection of documents. We define a topic as a set of 
words that belong to the same semantic field, like “school, teachers, class” or 
“5G, science, network”. We use topic modeling (Blei; Ng; Jordan, 2003; Groo-
tendorst, 2022) to determine topics that occur in documents automatically. Un-
like user-defined subjects of interest given by keywords used in the computation 
of citations, topics are automatically extracted from documents by an artificial 
intelligence algorithm trained on a specific language (here, Portuguese).

	

Figure	3	-	Histograms	of	direct	and	indirect	citations	of	derivatives	of	the	word	“corruption”	
(corrupção	in	Portuguese)	in	the	period	from	09/16/2020	to	02/25/2021.	Top:	
Citations	by	parliamentarians	(only	the	ten	most	cited).	Bottom:	Citations	by	party.	

We	can	combine	this	tool	with	other	functionalities.	For	example,	we	could	determine	the	
dominant	theme	on	which	the	keyword	was	cited	(for	example,	“corruption	in	health”)	if	the	
citation	 functionality	 were	 combined	 with	 the	 one	 that	 discovers	 topics	 and	 themes	
described	in	the	next	section.	

Topics and Themes  
A	 second	 functionality	 developed	 in	 our	 tool	 performs	 two	 steps	 in	 the	 minutes	 of	
parliamentary	sessions	or	parts	of	them,	according	to	the	period	specified	by	the	user.	The	
first	step	is	topic	modeling,	and	the	other	is	classifying	the	speeches	into	themes.	

A	topic	model	is	a	text-mining	statistical	model	used	to	discover	semantic	structures	hidden	
in	a	collection	of	documents.	We	define	a	topic	as	a	set	of	words	 that	belong	to	 the	same	
semantic	field,	like	“school,	teachers,	class”	or	“5G,	science,	network”.	We	use	topic	modeling	
(Blei;	Ng;	Jordan,	2003;	Grootendorst,	2022)	to	determine	topics	that	occur	in	documents	
automatically.	 Unlike	 user-defined	 subjects	 of	 interest	 given	 by	 keywords	 used	 in	 the	
computation	of	citations,	topics	are	automatically	extracted	from	documents	by	an	artificial	
intelligence	algorithm	trained	on	a	specific	language	(here,	Portuguese).	

The	topic	modeling	algorithm	found	several	topics	and	associated	each	speech	with	them.	
The	algorithm	returns	the	probability	that	indicates	the	relevance	of	each	topic	to	the	speech.	
Because	of	this,	topics	can	be	presented	to	the	user	differently.	For	example,	the	topic	with	
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The topic modeling algorithm found several topics and associated each 
speech with them. The algorithm returns the probability that indicates the rele-
vance of each topic to the speech. Because of this, topics can be presented to the 
user differently. For example, the topic with the highest association probability 
to the text, top 3 topics, all topics and their respective probabilities, and so on.

However, topics found by topic modeling algorithms are only sometimes 
interpretable by humans. They form clusters of words but do not have their 
name for each group, making it difficult for the user to infer the meaning of that 
cluster. So, our functionality allows users to choose whether they are satisfied 
with these automatically found topics or would like to use the second step of the 
functionality, which is to classify speeches into themes.

Themes are defined a priori in the tool and describe categories of inter-
est to parliamentary activity, such as Economy, Environment, etc. To classify 
speeches into pre-established themes, this functionality uses Zero-Shot algo-
rithm (Romera-Paredes; Torr, 2015; Yin; Hay; Roth, 2019). Technically, we 
apply the ZeroBERTo algorithm (Alcoforado et al., 2022), that considers: (i) 
the topics found by the topic modeling algorithm in the previous step; (ii) the 
distribution of probabilities of each speech belonging to each topic; (iii) the de-
fined themes. The themes are then probabilistically associated with the speeches 
by a trained language model, leveraging its general knowledge of the language. 
Similar to the previous association (speech to topic), this step associates each 
speech with all previously defined themes. Thus, themes can be presented in 
different ways as well. For example, the theme with the highest association prob-
ability to the text, top 5 themes, all themes and their respective probabilities, a 
graph with the temporal evolution of a particular theme, among others.

An important aspect of this functionality is that the same keywords may 
be chosen as a subject of interest and theme. However, there are fundamental 
differences between them:

• First, the input for the subject of interest in the first functionality is a 
single term (e.g., “corruption”), and from it is defined a set of keywor-
ds that derive from the given term (e.g., corrupts, corrupted, corrup-
tion, etc.), while the input for themes is necessarily a set of words rela-
ted to the issues discussed in parliament (e.g.: science and technology, 
environment, human rights, health, infrastructure);

• Second, the subject of interest in the first functionality is searched wi-
thin the time interval set by the user, looking for exact or approximate 
matches for those keywords, while the themes are automatically asso-
ciated with the speeches by a language model;

• Third, a subject of interest may or may not be found in a speech in a 
given time interval, while every theme, in turn, is associated with every 
speech, and this association is represented by a probability, which may 
be similar for more than one theme.
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Information about a documents’ topic model and theme classification is 
then visually displayed to the user, as illustrated in Figure 4. In the figure, we 
see some examples presented to the user in the graphical interface: the 12 most 
frequent topics found, described by the three most representative words (ex. the 
pink topic is defined by the words “investimento”(investment), “malha” (net-
work) and “ferrovia” (railway). Above the 12 topics presented in the figure, we 
see the themes on which each topic was best rated (for example, the pink topic 
was rated first as “Infraestrutura” (infrastructure). These data are related to the 
minutes from 09/16/2020 to 02/25/2021.

Source: Elaborated by the authors. 

Figure 4 – Topics found (only the 12 most frequent topics), along with their most 
representative words (only the three most representative). Above the 
bars is the theme associated with each specific topic (only the most re-
presentative theme), from 09/16/2020 to 02/25/2021. Results are in 
Portuguese.

 
Applying this functionality in the referred minutes resulted in about 60 

topics in the topic modeling step. This experiment was carried out with the fol-
lowing set of themes: Corruption (“Corrupção”), Culture (“Cultura”), Econo-
my (“Economia”), Education (“Educação”), Energy (“Energia”), Environment 
(“Meio Ambiente”), European Union (“União Europeia”), Health and Quality 
of Life (“Saúde e Qualidade de Vida”), Housing and Urban Planning (“Habi-
tação e Urbanismo”), Human Rights (“Direitos Humanos”), Industry and Agri-
culture and Commerce (“Indústria e Agricultura e Comércio”), Infrastructure 

example,	the	pink	topic	was	rated	first	as	"Infraestrutura"	(infrastructure).	These	data	are	
related	to	the	minutes	from	09/16/2020	to	02/25/2021.	

	

Figure	 4	 -	 Topics	 found	 (only	 the	 12	 most	 frequent	 topics),	 along	 with	 their	 most	
representative	words	(only	the	three	most	representative).	Above	the	bars	 is	
the	 theme	 associated	with	 each	 specific	 topic	 (only	 the	most	 representative	
theme),	from	09/16/2020	to	02/25/2021.	

Applying	this	functionality	in	the	referred	minutes	resulted	in	about	60	topics	in	the	topic	
modeling	step.	This	experiment	was	carried	out	with	the	following	set	of	themes:	Corruption	
(Corrupção),	 Culture	 (Cultura),	 Economy	 (Economia),	 Education	 (Educação),	 Energy	
(Energia),	 Environment	 (Meio	 Ambiente),	 European	 Union	 (União	 Europeia),	 Health	 and	
Quality	 of	 Life	 (Saúde	 e	 Qualidade	 de	 Vida),	 Housing	 and	 Urban	 Planning	 (Habitação	 e	
Urbanismo),	 Human	 Rights	 (Direitos	 Humanos),	 Industry	 and	 Agriculture	 and	 Commerce	
(Indústria	 e	 Agricultura	 e	 Comércio),	 Infrastructure	 (Infraestrutura),	 Justice	 (Justiça),	
Legislation	(Legislação),	National	Defense	and	Public	Security	(Defesa	Nacional	e	Segurança	
Pública),	 Science	 and	 Technology	 (Ciência	 e	 Tecnologia),	 Tourism	 (Turismo),	 Work	 and	
Employment	(Trabalho	e	Emprego).	

With	 this	 functionality,	 it	 is	 also	 possible	 to	 calculate,	 for	 example,	 how	 many	 times	 a	
particular	member	of	parliament	or	party	spoke	about	a	particular	theme.	Another	option	is,	
for	example,	to	summarize	speeches	that	have	a	high	probability	of	being	associated	with	a	
specific	topic	according	to	the	user’s	desire.	The	summarization	functionality	is	described	in	
the	next	section.	
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(“Infraestrutura”), Justice (“Justiça”), Legislation (“Legislação”), National De-
fense and Public Security (“Defesa Nacional e Segurança Pública”), Science and 
Technology (“Ciência e Tecnologia”), Tourism (“Turismo”), Work and Employ-
ment (“Trabalho e Emprego”).

With this functionality, it is also possible to calculate, for example, how 
many times a particular member of parliament or party spoke about a particular 
theme. Another option is, for example, to summarize speeches that have a high 
probability of being associated with a specific topic according to the user’s de-
sire. The summarization functionality is described in the next section.

Summarization 
The automatic summarization functionality applies state-of-the-art neural 

networks trained for summarization to generate short reports of speeches relat-
ed to reports of initiatives, in particular bills. These speeches are longer than the 
others and occur right after a discussion starts, contextualizing the discussion 
to other members of the parliament. More specifically, we apply the PEGA-
SUS model (Zhang et al., 2020), a Transformer neural network (Vaswani et al., 
2017) capable of generating authorial summaries in English, that is, summaries 
with original sentences that are not simple extracts from source texts. In order 
to do that, our algorithm first translates the source text of the speech to English, 
generates the summary with PEGASUS, and finally translates the summary back 
to Portuguese. We apply the M2M100 translator (Fan et al., 2021) since it is a 
robust multilingual Transformer-based model. Figure 5 illustrates the full sum-
marization procedure.

Source: Elaborated by the authors. 

Figure 5 – The summary of an initiative report is generated from texts initially trans-
lated from Portuguese to English by the M2M100 translator, followed 
by the PEGASUS English summarizer and finally translated back to Por-
tuguese, generating short summaries.

These short summaries of the speeches of the rapporteurs of each initiative 
are displayed to users as a report of the main discussions that took place in the 
minutes. Users can also use the functionality to generate additional summaries 
of the full discussion about that project, or they can be redirected to the original 
minutes that transcribe the entire discussion of interest. An illustration of the 
original text and its generated summary is in Figure 6.
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Source: Elaborated by the authors. 

Figure 6 – Summary example: on the left is the part of a minute that was summari-
zed in the figure on the right.

 
Cross-Visualization
The functionalities previously presented generate outputs such as summa-

ries of documents, the number of direct or indirect citations of a particular sub-
ject of interest and their respective speakers, and the topics and themes covered 
in different parts of the minutes of the parliamentary sessions.

The interaction of the information extracted by the different functional-
ities of the developed tool allows many other data visualization options. As all 
data is also available for time interval filters and parts of minutes that users are 
interested in, the tool can be used in a very personalized way.

We note that external information may also be used with the information 
generated by our tool. One way could be, for example, to compare GDP growth 
with the temporal evolution of the discussion on the “Economy” theme that 
took place in parliament, or it could even compare the unemployment rate and 
the value of the minimum wage with the temporal evolution of the topic “Work 
and Employment”.

These different ways of visualizing data are still under development in our 
tool. After development, usability testing with end users will still be required.

Discussion and future work 
In this paper, we proposed a tool with an interactive graphical interface 

that simplifies the information produced by the Portuguese Parliament in the 
time interval defined by the user and presents the following results:

1 Statistics on the participation of a member of parliament or party in a 
specified subject of interest, such as direct and indirect citations of the subject;

2 The most/least relevant topics discussed by members of parliament and 
parties in the defined period;

3 The more or less frequent themes that correspond to the topics extract-
ed from the discussions;
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4 Speech summaries;
5 Statistics on speeches of a deputy or party significantly associated with 

the defined themes.
Thus, our proposed tool collaborates directly with the information axis, 

which is the first axis of digital democracy. We collected and structured public 
data and processed it, extracting knowledge that would otherwise be impossible 
due to the massive amount of textual data. By synthesizing, summarizing, mod-
eling, and classifying this available data with machine learning techniques, we 
show it is possible to provide ways to visualize information already public – but 
unprocessed – that is easier to understand by citizens and society in general. In 
addition, the interaction between the different functionalities of our tool can 
offer a variety of visualization options. The authors are still discussing different 
visualization possibilities with different audiences of interest.

The information produced by our tool allows citizens to identify the po-
litical behavior of members of parliament and parties, evaluate the adherence 
to their political ideologies, and the coherence between discourse and practice 
of the parties and members of parliament. As a result, people can encourage 
greater attention by political actors to the issues society deems most important.

The proposed tool is still under development. To assess its feasibility and 
the value of its results, we conducted a set of experiments in a modest amount 
of minutes. The algorithms involved in these experiments must be integrated 
into the tool to be made available to the public and validated by the target users.

An important point of attention is the complexity of the machine learn-
ing algorithms used in the tool. Most functionalities are very difficult to run in 
real-time due to their computational cost, introducing user limitations or re-
quiring powerful hardware. We intend further to investigate the machine learn-
ing engineering aspect of our tool, aiming to make it robust and accessible to 
everyone.

More investigations and experiments with these techniques and data are 
needed. Validation with human users, for example, is essential for any artificial 
intelligence tool to be made publicly available (Sichman, 2021). Research in hu-
man-computer interaction is being carried out (Jaimes; Sebe, 2007), reporting 
robust results in very complex applications. In this context, Cascellaet al. (2023) 
assessed the potential and limitations of GhatGPT in four scenarios related to 
healthcare: (1) clinical practice support, (2) scientific production, (3) misuse 
in medicine and research, and (4) argumentation on topics in public health. 
The authors point out that tools like ChatGPT can indeed accelerate scientific 
production as they are capable of supporting various aspects of research, such as 
summarizing large volumes of medical texts, patient records, and scientific arti-
cles. On the other hand, when asked to write an article about a set of fake data 
provided by the authors, ChatGPT generated a plausible and well-structured 
text. The authors conducted several experiments, and the results highlight the 
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importance for the scientific community to be aware of the ability of ChatGPT 
(and similar tools) to generate and disseminate false information.

The data our tool deals with is complex and extensive. We have a real and 
concrete concern about not presenting the original data in a precise and under-
standable way, as the lack of precision in the information shown or interpret-
ability in the procedures can have counterproductive effects, confusing users in 
a scenario of information overload.

We must also pay attention to an important aspect of the proposed tool. 
Our objective in this paper – to increase the transparency of democratic pro-
cesses – assumes that a tool is itself a comprehensive tool, bringing transparency 
and understandability to the applied machine learning techniques (Adadi and 
Berrada, 2018). However, our tool remains a set of many modules that ordinary 
people cannot easily understand. Some directions for future work involve inves-
tigating and conducting research on Explainable AI (Arrieta et al., 2020; Adadi; 
Berrada, 2018) and its use in applications involving democratic processes.

It is also important to emphasize that, for a true democratization of the 
information provided by our tool, the interface should allow wide accessibility 
for people with certain limitations, such as, for example, the visually impaired. 
This could be a topic of attention in the future.

Finally, this tool can serve as a basis for other tools that can develop the 
other two axes of digital democracy, discussion, and decision. With our tool, we 
demonstrate the potential of using artificial intelligence, machine learning and 
natural language processing techniques to improve the quality of information 
society has access to, which, in the long run, can increase confidence in democ-
racy.
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Notes

1 Available at: <https://chatgpt.com/>.

2 Available at: <https://parlamento.pai.pt/>.
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abstract – One of the principles of digital democracy is to actively inform citizens and 
mobilize them to participate in the political debate. This paper introduces a tool that 
processes public political documents to make information accessible to citizens and spe-
cific professional groups. In particular, we investigate and develop artificial intelligence 
techniques for text mining from the Portuguese Diário da Assembleia da República to 
partition, analyze, extract and synthesize information contained in the minutes of par-
liamentary sessions. We also developed dashboards to show the extracted information in 
a simple and visual way, such as summaries of speeches and topics discussed. Our main 
objective is to increase transparency and accountability between elected officials and 
voters, rather than characterizing political behavior.

keywords: Digital democracy, Natural language processing, Artificial Intelligence, Le-
gislative information.

resumo – Um dos princípios da democracia digital é informar ativamente os cidadãos e 
mobilizá-los para participarem no debate político. Este artigo apresenta uma ferramenta 
de processamento de documentos políticos públicos para tornar as informações mais 
acessíveis aos cidadãos e grupos profissionais específicos. Em particular, investigamos 
e desenvolvemos técnicas de Inteligência Artificial para mineração de textos do Diário 
da Assembleia da República de Portugal para particionar, analisar, extrair e sintetizar a 
informação das atas das sessões parlamentares. Desenvolvemos ainda dashboards que 
mostram as informações extraídas de forma simples e visual, como resumos de falas e 
tópicos discutidos. O nosso objetivo principal é, mais do que caracterizar o comporta-
mento político, aumentar a transparência e a responsabilidade dos eleitores e das auto-
ridades eleitas.

palavras-chave: Democracia digital, Processamento de linguagem natural, Inteligência 
Artificial, Informação legislativa.
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