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Introduction
iaget (1974; 1983), a reference in pedagogical psychogenesis, dedicat-
ed his research to the knowledge construction, which he called genetic 
epistemology, stating “[...] the development of several variables of knowl- 

edge, since its elementary mode, and following its epistemic evolution from birth 
to the subsequent levels, uniquely builds the ethics in human beings” (Piaget, 
1983, p.3). And also, according to Piaget (1991, p.23) the moral development 
is extensive and asserts that “[...] morality is endowed with a system of rules, and 
the ethical essence of morality must be sought in the respect that the individual 
acquires for these rules.”

In this Piagetian perspective, this project aims to develop a bias mitigation 
methodology on multimodal datasets (Yoon, 2017; Jiang et al., 2019; Testug-
gine et al., 2020) intended to an urban-social category classifier, in which the so-
cial listening of assorted text manifestations about municipality issues, demands 
an implicative interpretation of the (inter)locutor on such a specific subject. The 
identification of subjectivity on persons’ speech is based on the linguistic parame- 
terization from the theory of literacy (Bakhtin, 2011; 2018; Pêcheux, 1988; 
1990), and it is required as reliable for the contextual convergence of urban-so-
cial categories in the inferred texts.

Although, stratifying training data and how to sense testing data must be an 
heterogeneous task regarding the individual subjectivity of textual manifestations, 
as the same time an homogeneous task regarding the subjection of collective con-
vergence to the social paradigms that distinguish the character in the cognitive-hu-
man interpretation of these textual manifestations. Thus, to collectively converge 
the moral and social values in Machine Learning (i.e.: and in this case in NLP – 
Natural Language Processing – textual analysis) it is necessary a rational identity to 
the political-public and socio-moral precepts wherein software developers can cross 
on a minimal (yet reasonable) bias and permissible the plurality of data whether in 
training or testing (Mellet et al., 2014; O’Neil, 2016; Noble, 2018; Ma, 2018).
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Mitigating bias is a task that, even initially laborious, is necessary when it 
is intended to infer the details on urban-social categories whose significance is 
minimally present in their semantics (e.g.: on verifying if a text is political, but 
has some features from governance, and also financial factors from economy).

Objectives
This project aims to relate the psychogenetic premises of sociomoral de-

velopment and discursive linguistics in bias mitigation of training and testing 
data, regarding an urban-social category classifier, based on Transformers adapt-
ed attention mechanism (Vaswani et al., 2017) – a ML architecture that infers 
directly and indirectly on the parallel data processing distributed in tokens, then 
contextualized by minimal relational convergence. It is intended to verify the 
existing ethics integrity criterion in which multimodal datasets support and sus-
tain the erroneous classification of categories (false negatives/false positives), 
thus impairing the parameters of final precision classification.

Theoretical references
To elucidate text manifestations describing public common problems re-

lated to a municipality, it demands an inherent characterization of the interlocu-
tor person on such topic, in an attempt to identify the subjectivity in the speech 
(who speaks to, what he/she speaks to , from where he/she speaks to, to whom he/she 
speaks, ...) (Bakhtin, 2011). Thereby, a linguistic/literacy academic support is 
necessary to normalize its respective matter, becoming both technical-technolog-
ical and linguistic-social contextual composed.

Thus, in this section, the theoretical references that ratify the moral lin-
guistic base in which bias is built from different cultural contexts were de-
scribed. When dealing with an NLP analysis focused on public interaction texts 
from people on social nets virtual platforms, the context shall consider an inter-
pretation that validates the statements structured schematically by the corpora, 
vocabulary and semantics (Brait, 2005), enabling the ML neural network to 
identify all lexicon details in one category to another.

Mitigating bias in this perspective, confirms the convergence in which both 
the contextual meaning of each person responsible for feeding the texts-catego-
ries relation in datasets, as also the criterion to differentiate the urban-social 
classes, is inherently related to comprehensive development (e.g.: morality, cog-
nition, consciousness, behavior, …) (Angwin et al., 2017; Assimakopoulos et 
al., 2020; Blodgett et al., 2020).

From Piaget’s premises (1994, p.23), the moral development is vast, it 
does not refer to just obeying certain rules, but to understanding the reason 
why the subject obeys them, therefore, he ensures that “[...] all morality consists 
of a system of rules, and the essence of all morality must be sought in the respect 
that the individual acquires for these rules.”

His research (Piaget, 1994) validated the process of moral development 
is a tricky task, commonly in the social context, in which the prerogatives of 
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development and cognitive social interaction overlap with morality. Even based 
on documental references wherein instigate pedagogical methodology for moral 
development since early childhood education, the interpersonal relationships as 
the integral development of the human being would be discreditable by antiso-
cial behaviors emerged by his/her bias.

Thus, a discursive analysis is necessary to check not only the subjacent 
speech of the speaker but also his/her morality between who speaks to and what 
it is spoken to. So, in these assumptions, such analysis is directly related to a list 
(NN classes) of urban-social categories regarding the city-to-citizen issues, i.e.: 
the management of services employed in a municipality.

To inspect these urban-social categories involved in each contextual text 
semantics, it is necessary to ground the baseline approach with the linguistic 
subjectivity (Lahire, 1990; 1993a) within intrinsic parameters of Transformers 
adapted attention mechanism architecture, which discretizes the significance and 
semantics of the whole word lexicon (n-grams) through a customized model 
named parallel relational integration of linguistic construction.

Understanding the underlying language in social networks
by Bakhtin
Language only exists as a function between who speaks to, what is spoken, 

and to whom it is spoken the contextual communication of digital manifestations. 
Teaching, learning, and using the language necessarily pass through the subject, 
the social relations entity, and the person responsible for the composition fun-
damentals of the related discourse. This subject uses the previous information 
to formulate his/her speeches and statements. Besides, an underlying utterance 
is modulated by the speaker for the social and cultural context, otherwise it will 
not be understood (a reference to the public mischaracterization for the “Not 
Urban” category) (Bakhtin, 1929/2011; 2018; Brait , 2009; Brandist & Tiha-
nov, 2000).

In this dialogical relationship between interlocutors in the social environ-
ment, in which the verbal and non-verbal influence settle the process of utter-
ances’ construction, the interaction through language befalls in a context which 
everyone is exemplary equal (homogeneity to manifest). Those who eligibly 
enunciates, withal address the proper understandable undergoing messages (i.e.: 
commenting directly on an urban-social category). Yet, those who latently listen 
to, interpret, and parameterize the meaning of the utterance (through its sys-
temic inference – e.g.: NLP).

Method
The methodology for bias mitigation project purpose is structured in 

training and testing databases to a referential ML multimodal model intended 
to the classification of 15 different categories. A sequential diagram of such pro-
posed method is described below.
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Source: Elaborated by the author.

Figure 1 – Sequential diagram of bias mitigation strategy on the training and tes-
ting databases.

To contextualize the related problem related to bias in NLP, an urban-so-
cial category classifier was implemented, based on Transformers adapted atten-
tion mechanism (Vaswani et al., 2017), which is parameterized according to the 
adapted tunning of MultiLabeling task classification over the simpletransformers 
library, in Portuguese language (HuggingFace / BERTimbau pre-training + to-
kenizer based on neuralmind/bert-base-portuguese-cased) (Souza et al., 2020), 
and in Spanish language (HuggingFace/BETO pre-training + tokenizer based 
on dccuchile/bert-base-spanish-wwm-cased) (Cañete et al. 2020), both Hugging-
Face/BERT-based pre-trained models (Devlin et al., 2018).

The urban-social category classifier is used as a multi-class classification 
reference, as it reflects the public-social context in a municipality, in which to be 
correctly categorized, the text shall present suitability and significance with an 
urban-social functional factor, and respond to: Is this text related to any aspect 
of public management? What repercussions does the contextual content of this 
text relate on management and public services? Does this text regard improve-
ments on public and social services? Does this text provide a socially participa-
tory management in the city (and the citizens)?

In this multimodal NN model, the classifier relies on 15 urban-social cat-
egories, defined and described to a social-urban factor/function (“Culture and 
Recreation”, “Economy”, “Education”, “Environment”, “Governance”, “Health-
care”, “Housing/Social Assistance”, “Mobility”, “Politics”,  “Security”, “Tourism”, 
“Urban Infrastructure”, “Waste Management”, “Water and Sanitation”, and, 
when a text mischaracterizes any of the previous categories, without the ur-
ban-social intelligibility, as also the misclassification arguments for categories, it 
is defined as “Not Urban”). A text is classified according to its corpus (content 
and context), and subjective semantics (expressions/excerpts that directly and 
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indirectly relate the corpus) in a class (with maximum %confidence for a cate-
gory) (e.g.: a text is classified only as “Education”), or in more classes (with a 
minimum %confidence for more than one category) (e.g.: a text is partially clas-
sified as “Education” and “Politics”, providing linguistic/lexical characteristics 
of these two categories).

Transformers adapted attention mechanism
for multi-class text classification
Transformers is a neural network architecture that prioritizes “attention” 

parallelism, rather than recurrence, which in the seq2seq context, the intermedi-
ate attention layers greatly improve the performance of neural networks (Yoon; 
2017; Basu, 2020) in parallelize the lexicon in NLP.

 Such parallelization provides a textual analysis in a correlational way, 
which means that the n-grams (e.g.: words within, subject, verbs, object) are 
analyzed in the lexical structural scheme in: “one by one” and “one to one”, infer-
ring wherefore into functions that feature whenever a text is being classified as 
previously intended (Jian et al., 2019; Kielay et al., 2020).

A priori, this classifier resulted in erroneously biased criteria predictions 
with correlational connotation, restraining the prediction percentages of the 
base training categories (e.g.: category 1 is FN and category 2 is TP). This is why 
the bias mitigation problem had to be performed.

Source: Elaborated by the author.

Figure 2 – General diagram of Transformers adapted Attention mechanism.

Bias mitigation – review, revalidation, and reclassification
Throughout the 15 categories, the batches were started with a balanced 

increasing amount of texts/category, so the solution was to quantify the train-
ing texts and qualify the contextual content (i.e.: textual corpora), thus mitigat-
ing the bias between them.

The training sets were initially divided into partial-periodically reviews, 
distributed in batches with a specific quantity during the week. Each subsequent 
weekly partial set had a text/category distribution that depended on the current 
review, thus providing continuous ratio balancing then providing a homoge-
neous quantity. As for quality, there were texts with contextual utterance under-
standing related to the semantics of linguistic subjectivity (Lahire, 1990; Gillani; 
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Levi, 2019; Hanna et al., 2020; Leins et al., 2020) along with the intrinsic pa-
rameters of the adapted attention mechanism, which discretizes the significance 
and meanings of n-grams. This means that texts should have paragraphs, phrases 
or sentences that shall rely on lexicon of tags related to their respective category.

Three review teams were set for reclassifying the texts in each batch: ‘T1’ 
was a diversified team with AI/ML and NLP specialists; ‘T2’ was a diversified 
team with specialists in linguistics (graduated in Literature/Linguistics); ‘T3’ 
was a heterogeneous team representing social class/community minorities.

The reviews were structured among absolute convergence (total conformity 
review) – AC, partial convergence (major conformity review) – PC, and absolute 
divergence (total unconformity review) – AD. In this last type, a detailed review 
was carried out text by text to identify the various biases, then discussed under 
the linguistic discourse of Lahire analytical approach (Lahire, 1993b; 1993c), 
as also under the epistemic psychogenesis on ethics, which the arguments were 
endorsed to their respective classifications, thus assenting to a final category 
criterion by the members.

In this batch review procedure, it was intended to differentiate the vari-
eties of biases that developers shall prevent: algorithm bias, sample selection bias, 
prejudice bias and measurement bias (Brown et al., 2019; Field et al. , 2021a; 
2021b).

Algorithm bias: refers to the ML algorithm’s own property on the model 
trend performance between training and testing. Therefore, a balance must be 
settled between this bias and the data variance (balancing the quantity and qual-
ity of texts);

Sample selection bias: refers to the representative quality of sample accuracy 
on which the data is trained. Samples from heterogeneous populations in terms 
of quality must be used to validate their homogeneous representativeness over 
the sample size;

Prejudice/preconception bias: refers to the ethical content about “con-
sciousness, behavior and cognition” relationship that developers have in their 
political-social conceptions. Mitigating this bias requires restrictions on the so-
ciomoral matters that data were classified;

Measurement bias: refers to the measurement/metric that the data is per-
formed, with systematically skewed results. There must be a balance between 
data acquisition and analysis to standardize different natures of data.

Based on this methodology, it is relevant to gather the systemic legislation 
information, regarding the Brazilian AI Strategy (Brazil/EBIA, 2021), in which 
it describes in its chapter “Legislation, Regulation and Ethical Use”, what is 
the implication to identify biases involved in decision-making interpretations 
(pattern recognition) when appropriate to the ethical matter in ML, based on 
discussions about reliable and AI-centered systems in the human-machine rela-
tionship (trustworthy H-M AI).
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Results
The results of review/reclassification of training data show an assertive 

accuracy of ~90.0%, post bias mitigation, considering cross-contextual conver-
gence, given data discrimination by parallel criterion inference. This identifies a 
progression of batch revalidation percentages.

Moreover, the validation of modeled data was based on the ratio between 
bias and variance. A low bias means that the model learns, but in an adjusted 
variance, which it is impossible to discriminate data other than those associated, 
a priori, in the training dataset (Blodgett et al., 2021; Castelle, 2018; Hutchin-
son, 2020; Jiang et al., 2020; Lepori, 2020; Motha, 2020).

To maintain the regulatory ratio in the model, the variance is reduced by 
the heterogeneity of relational data of each bias (each review team), managing 
to converge and generalize the testing dataset, a posteriori, by a ridge regression 
(Hilt et al., 1977) parametrization in the reviewed data.

For Portuguese language model there were 7 training/test batches and 
for Spanish language model there were 5, since each database refers to a distinct 
set of quantity per class, tokenizers on the intended datasets, and targeted strat-
egies for each language.

Tables 1 and 2, present the review convergence and criterion percentages 
defined by the three sorted teams ‘T1’, ‘T2’ and ‘T3’. When these three teams 
match, there is absolute convergence (AC); when one of the teams is not equal 
to the others, there is partial convergence (PC), in which three situations of dif-
ferent biases were reviewed; and when none of the teams match to each other, 
there is absolute divergence (AD). Line 01 shows the AC (teams T1, T2, T3 
have the same biases); Line 02 shows the AD (teams T1, T2, T3 have different 
biases); Lines 03–05 show partial convergence – PC (three situations in which 
two teams have the same bias but differ to each other).

Table 1 shows the percentage results on batches 01–07 and the 5 corre-
spondences of convergence/criteria for Portuguese language.

In Portuguese, the data in Table 1/Figure 3 show progress in the per-
centage for absolute convergence (AC) on batches 01 and 04 (from 57.20% to 
74.80%). Batch 05 presented different data from the previously trained bias, 
promoting heterogeneity in data reclassification (variance > bias), and the com-
parison criterion among teams T1, T2 and T3 was reestablished, and evolved 
normally as more data were reviewed between batches 05 and 07. At the end 
of the 7 batches review, the AC obtained a percentage of 75.40%. For the ab-
solute divergence comparison criterion (AD), the percentage between batches 
01 and 07 decreased significantly, and ended at 2.60% minimum. Even in the 
same situation of the regulatory ratio (bias <> variance) from batch 05, this 
percentage is below the estimated review, not reaching the maximum 7%, and 
denotes that the biases of the three teams were concise and convergent in the 
categorization.
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Table 1 – Distribution of batches and respective percentages for each discrimination 
defined by the review strategy (Portuguese language)

Source: Elaborated by the authors.

Source: Elaborated by the authors.

Figure 3 – Distribution of batches and respective percentages in Portuguese.

Finally, for the case of the comparison criterion with partial convergence 
(PC), two batches had predictable results due to the unbalanced regulatory 
ratio (bias > variance), batch 01, because it was the initial review, and batch 05, 
in balancing the regulatory ratio (bias < variance). For the other batches review, 
the percentages of partial convergence among the three teams remained in a 
plausible and permissible proportion.

Table 2 shows the percentage results on batches 01–05 and the 5 corres-
pondences of convergence/criteria for Spanish language.

In Spanish, the data in Table 2/Figure 4 show different progress than 
in Portuguese. Initially, only 5 batches were fixed, and the first (batch 01) was 
significantly smaller than the other batches, as it was a validation test with more 

Comparison criteria		  Batch01	 Batch02	 Batch03	 Batch04	 Batch05	 Batch06	 Batch07

Label T1=Label T2=LabelT3	 57,20%	 63,20%	 72,20%	 74,80%	 57,60%	 65,40%	 75,40%

Label T1≠Label T2≠Label T3	 5,60%	 4,80%	 4,40%	 3,60%	 6,20%	 3,40%	 2,60%

Label T1=Label T2≠Label T3	 8,60%	 10,40%	 8,80%	 7,60%	 6,20%	 11,00%	 7,40%

Label T1≠Label T2=Label T3	 18,00%	 10,80%	 9,60%	 8,80%	 24,40%	 14,00%	 9,00%

Label T1=LabelT2≠Label T3	 10,60%	 10,80%	 5,00%	 5,20%	 5,60%	 6,20%	 5,60%
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Comparison criteria		  Batch01    Batch02    Batch03     Batch04    Batch05

Label T1=LabelT2=Label T3	 69,50%	    75,80%      72,70%       73,00%	     66,40%

Label T1≠LabelT2≠Label T3	 3,80%	     2,60%         5,90%	 3,00%	        4,40%

classe T1=Label T2≠Label T3	 6,70%	     6,00%         7,10%	 7,80%	        9,60%

Label T1≠LabelT2=Label T3	 13,30%	    10,00%        7,10%	 8,80%	         9,80%

Label T1=Label T2≠Label T3	 6,70%	     5,60%         7,30%	 7,40%	         9,80%

critical categories (e.g.: many classes erroneously in ‘Not Urban’). Consequen-
tly, the other reviews were promoted in the characterization of batch 01, and in 
the absolute convergence comparison criterion (AC), the percentage varied be-
tween 66.40% and 75.80%, and the last reviewed batch presented a percentage 
above 65%. For the absolute divergence comparison criterion (AD), the percen-
tage between batches 01 and 05 varied between 2.60% and 5.90%, which deno-
tes that, even in a regular situation of balancing the regulatory ratio (sometimes 
bias < variance, sometimes bias > variance), the percentage started at 3.80% in 
batch 01 and ended at 4.40% in batch05, denoting an estimated divergence of 
less than 6.00% in the five revisions.

Table 2 – Distribution of batches and respective percentages for each discrimina-
tion defined by the review strategy (Spanish language).

Source: Elaborated by the authors.

Source: Elaborated by the authors.

Figure 4 – Distribution of batches and respective percentages in Spanish.
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And, finally, for the case of the comparison criterion with partial conver-
gence (PC), the initial batches, 01 and 02, had a small difference in percentages 
for the three teams, and a clear recovery of the regulatory ratio for batches 03, 
04 and 05, with minor percentage differences of a maximum of 1.00%.

In both languages, the AC revalidated batch had a final percentage prog-
ress of ~75.0%, representing that the collective review converges under the com-
mon subjection of ethics in each member; the AD revalidated batch had a final 
percentage return of ~2.5%, denoting that the decrease in disagreement is re-
lated to specific parameters of each text, requiring an intense discursive analysis 
and evaluation, at the same time as political-public-social relations they were 
inferred so that, ethically, a categorization criterion can be chosen for each text; 
The PC revalidated batch remained in a proportion between ~5.0% – ~9.0%, 
with the majority review overlapping the minority review, although with rela-
tional identification of the bias directed at erroneous reclassifications.

Some inputs presented textual similarities, even differing in their integrity 
from lexical items, being necessary in this case the implementation of Augmen-
tation, to maintain the initial speech of the semantic meaning, but changing 
pre-textual items that validate the context of the input, being a recursive refer-
ence only in this need. For inputs related to the “Not Urban” category, it was 
intended during the review/reclassification to identify the level of public social-
ization in which the text would fit as an urban characteristic, denoting that such 
text must be discursive and dissociated from pre-textual items that relate it to 
some urban-social characteristic.

Thus, mitigating bias means that, even with high levels of review/reclassi-
fication in the absolute convergence of categories, its final bias will minimally be 
associated with common sense, but prevailing ethical norms over the socio-mor-
al understanding that each human being is responsible for in the development 
of algorithms that deal with information of mutual political-public interests 
(Chakravarthi, 2020; Hudley et al., 2020; Joshi et al., 2020; Liu et al., 2020).

Conclusions
In this research project, a systematic review of training and testing datasets 

was performed to mitigate and reduce personal biases in a multimodal model 
for classifying urban-social categories. The contextual and dialogical character-
ization of digitally manifested text is directly related to the subjectivity of each 
individual in their respective category.

The mutual conversion of morality and the character of linguistic lexicon 
validation during batch reviews revealed that textual analysis in NLP specifies a 
rational identity to the premises and prerogatives, a priori, of what is underly-
ing understood by a political-public and sociomoral context. Thereby, during 
the development of AI/ML models, the balance between bias and variance is 
necessary to enable an adaptive addition to training and testing data, based on 
heterogeneous supervision for reclassification and revalidation.
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The theoretical references of discursive linguistics, the construction of 
morality and analytical approaches on bias/variance fostered the foundations 
that this research project assertively achieved on mitigating bias, which, even 
though it is a laborious task, is also mandatory as an algorithmic-social agenda 
to maintain plurality and robustness in public data.
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abstract – This research project is based on the relational implications of the socio-
moral development of Piaget’s psychogenetic theory on the cognition construction of 
ethics in personal biases as in references of discursive dialectics in linguistics. Functional 
data from training and testing were parameterized in an urban-social category classifier 
in a textual analytical approach by Natural Language Processing (NLP) and based on 
the Transformers adapted attention mechanism. In this perspective, a bias mitigation 
methodology was developed to restructure the convergence criteria in which multi-
modal datasets were retrained, retested, and reevaluated. Finally, the heterogeneity of 
the common collective human ethics was verified and validated, over interpretive infe-
rences, insights, and real social trends, whereby the city/citizen relation addresses the 
“social sensing” in the identification of public-social problems.

keywords: Bias mitigation, Social sensing, Transformers, NLP text analysis, Text clas-
sification.

resumo – O referido projeto se caracteriza nas implicações relacionais do desenvolvi-
mento sociomoral da teoria psicogenética em Piaget sobre a construção cognoscente 
da ética nos vieses pessoais e em referenciais da dialética discursiva na linguística. Foram 
parametrizados a dados funcionais de treinamento e teste em um classificador de cate-
gorias urbano-sociais em uma abordagem analítica textual por Processamento de Lin-
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guagem Natural (PLN), e baseado no mecanismo de atenção adaptada Transformers. 
Nessa perspectiva, desenvolveu-se uma metodologia de mitigação de viés para a reestru-
turação do crivo e critério que datasets multimodais são retreinados, retestados e reava-
liados. Finalmente, verificou-se e validou-se a heterogeneidade da ética comum coletiva 
humana, sobre inferências interpretativas, insights e tendências sociais reais que a relação 
cidade/cidadão aborda o “social sensing” na identificação de problemas público-sociais.

palavras-chave: Mitigação de viés, Social sensing, Transformers, Análise de textos em 
PLN, Classificação de textos.
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