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ABSTRACT: Precision Agriculture (PA) uses technologies with the aim of increasing productivity 

and reducing the environmental impact by means of site-specific application of agricultural inputs. 

In order to make it economically feasible, it is essential to improve the current methodologies as 

well as proposing new ones, in which data regarding productivity, soil, and compound indicators are 

used to determine Management Areas (MAs). These units are heterogeneous areas within the same 

region. With these methodologies, data mining (DM) techniques and algorithms may be used. In 

order to integrate DM techniques to PA, the aim of this study was to associate MAs created for soy 

productivity using the Fuzzy C-means algorithm by SDUM software over a 9.9-ha plot as the 

reference method. It was in opposition to the grouping of 2, 3, and 4 clusters obtained by the K-

means classification algorithms, with and without the Principal Component Analysis (PCA), and the 

EM algorithm using chemical and physical data of the soil samples collected in the same area 

during the same period. The EM algorithm with PCA modeling had a superior performance than K-

means based on hit rates. It is noteworthy that the greater the number of analyzed MAs, the lower 

the percentage of hits, in agreement with the result shown by SDUM, which shows that two MAs 

compose the best configuration for this studied area. 
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INTRODUCTION 

Associating technology to agriculture has been increasingly relevant because of the need for 

increased productivity and profitability, less use of pesticides, and reducing the environmental 

impact on several rural areas (MOLIN et al., 2015). This later approach is the basis of Precision 

Agriculture (PA).  

PA implementation and maintenance costs are generally a problem for smallholder farmers. 

Hence, the division of agricultural areas into smaller homogeneous units, known as Management 

Areas (MAs), is considered as an alternative for the application of PA (DOERGE, 2000) since it 

allows the use of conventional equipment as well as decreasing the number of soil analyses required 

to setting input recommendations. 

MAs can be defined in several manners. JOHANNSEN et al. (2000) show an approach using 

remote sensing to obtain vegetation indexes and associate them to soil sampling grids. Other 

approaches consider the farmer sensitivity from empirical knowledge, although the most 

disseminated method in the literature for the setting-up of MAs consists in grouping chemical and 

physical soil parameters as well as relief data, taken from strategic georeferenced areas (MOLIN; 

FAULIN, 2013). Several farmers own a large volume of data related to their property, from which 

new information and standards can be retrieved to support the decision-making process 

(CARVALHO; MILANI, 2013; LUNARDELLI et al., 2014). 

RODRIGUES & CORÁ (2015) reported a lack of consensus on how many MAs should be 
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created for this to be feasible. To resolve this, the implementation of clusters may indicate how 

many MAs need to be created based on statistical criteria thereof (ODEH et al., 1992).  

To find out the number of clusters (in this case MAs) should be generated, it is considered that 

the lower the count of clusters, the easier it will be for farmers to apply inputs at variable rates on 

their crops (PEDROSO, 2010; BAZZI et al., 2013). When using empirical methods, the ideal 

number is estimated to be between three or four MAs (SUSZEK, et al., 2012) without disregarding 

the use of two MAs. 

Computational tools stand out among the technologies associated with PA, within which data 

mining (DM) is inserted. DM is the process of discovering new information (whether known or 

unknown) from large volumes of data (TAN et al, 2012). FAYYAD (1996) presented a definition 

from the perspective of machine learning, stating that DM is a step towards the knowledge of the 

discovery process, which consists of analyzing data and applying discovery algorithms which 

produce a set of data standards. These stages constitute the KDD process (Knowledge Discovery in 

Databases). 

The KDD process is a non-trivial, interactive, and iterative method of identifying 

comprehensible, valid, new, and potentially useful standards from large data sets. Moreover, it is 

constituted by selection, process, transformation, DM, and assessment stages (FAYYAD, 1996), 

involving a series of areas related in a multidisciplinary manner (CARVALHO & DALLAGASSA, 

2014). 

Among the algorithms associated with DM are those for data grouping. Therefore, data is 

partitioned into homogeneous clusters, maximizing the similarity of objects within the same cluster, 

thus minimizing that of objects of different clusters (TAN et al, 2012). The algorithms may be 

standardized to create clusters from 2 to n (n is the total number of data). 

These algorithms use similarity measures to generate clusters for the decision-making process, 

determining the data distribution on the respective groups. There are several measures to calculate 

similarity, including distance, correlation, and association (TAN et al., 2012). When the data set is 

constituted by quantitative attributes, distance metrics may be applied to calculate the similarity 

among the data (METZ & MORNARD, 2006). 

Using such DM techniques and inherent concepts from PA, the needs (excess or lack of 

nutrients) on the georeferenced collection point could be detected. Each point is categorized into a 

cluster, precisely orienting the actions for each sampled point to be normalized according to 

recommendations from relevant entities.  

Although several computational tools offer assistance with DM algorithms, all the results 

generated must be analyzed and interpreted by specialists in the area, creating a useful knowledge 

(TAN et al., 2012). It is important to highlight that DM algorithms are independent of cropped area 

or of the number of collected samples for analysis, which confirms their potential in PA. 

The overall aim of this study was to use data mining techniques to assess management areas in 

Precision Agriculture. Thus, the generated groupings with EM (Expectation–maximization) and K-

means algorithms (with Euclidean Distance, with and without Principal Component Analysis) were 

overlapped with soil physical and chemical data from one farming area split into two, three, and 

four MAs, with the Fuzzy C-means algorithm by SDUM Software with productivity data from this 

area. 

 

MATERIAL AND METHODS 

Study Area and Parameters Used 

Soil chemical and physical data were gathered from a 9.9-ha plot of a rural property located in 

the Serranópolis do Iguaçu, Paraná state - Brazil (Figure 1). 

https://en.wikipedia.org/wiki/Expectation%E2%80%93maximization_algorithm
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Data were gathered in 2014 from 42 georeferenced samples (points highlighted in Figure 1) 

which compose the database panel. The records consisted of altitude; contents of sand, clay, silt and 

organic matter; pH, being the soil classified as type 3 according to the normative instruction 

number 2 (October 9, 2008, Ministry of Agriculture, Livestock and Supply); arithmetic average of 

the standardized soybean yield for the years of 2012, 2013 and 2014; soil resistance to penetration 

measured by an automatic soil compaction meter (SoloTrack - PLG5200) for the depth layers of 0 to 

10 cm, 10 to 20 cm and 20 to 30 cm. 

 

 

FIGURE 1. Location map of the study area with georeferenced data collection points. 

 

Computing Tools 

Software Weka1, Surfer2, and SDUM3 were used. 

Weka was used for data pre-processing, cleaning, and normalization, as well as for conducting 

the K-means and EM algorithms, assisting in the constitution of the Principal Component Analysis 

(PCA) to re-implement K-means.  

Surfer was used to interpolating the productivity data as well as generating the contour maps 

and showing the clusters, which are the visual forms of MAs. 

SDUM was used to execute the Fuzzy C-means algorithm on average productivity data from 

2012, 2013, and 2014, considering these results as the reference method for data overlapping and 

visual comparison with data grouped on Weka, both for two, three, and four MAs. In addition, this 

tool highlights the best configuration of management areas further generated, facilitating thus a 

comparative analysis. 

 

Pre-Processing of Data 

During this phase, data was prepared to reduce discrepancies and possible inconsistencies 

introduced by failures or noises. At this time, the data were modified according to proper formats 

suitable for DM by aggregation, generalization, normalization, building and selection of attributes 

or even data reduction (TAN et al, 2012). The collected data showed no missing values, and outliers 

                                                 
1 http://www.cs.waikato.ac.nz/ml/weka/ 
2 http://www.goldensoftware.com/products/surfer 
3 http://200.201.88.199/portalpos/index.php/livros 
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and inconsistencies were not found. 

The data were normalized to a single scale, between zero and one, achieving parametric 

uniformity for algorithms, which must be conducted to establish a data standard, excluding the 

hypothesis of algorithm influence on data. It has no effect on data representation in the field since 

the relationship between them still has the same original ratio; however, they are suitable for the 

application of necessary algorithms in the Weka software. 

Neither dimensionality nor data discretization had to be made since the number and format 

were already adequate to execute the algorithms.  

Data Processing 

Principal Component Analysis (PCA) was carried out in order to indicate possible exclusions 

of attributes in the database, with the aim of attaining better results of the grouping algorithms. 

These data were subjected to the K-means, Fuzzy C-means, and EM algorithms with the 

purpose of identifying possible clusters. Since the groups to which each object belongs are unknown 

beforehand, non-supervised learning techniques were used. 

Euclidean Distance was performed for all executions of the K-means and Fuzzy C-means 

algorithms, and the variations of two, three, and four clusters for all algorithms. Algorithm EM has 

no distance parameter for execution since it is based on probabilistic models. 

The inverse squared distance was used to interpolate data, being applied to the pre-established 

clusters by the grouping algorithms, showing the generated MAs. 

After normalizing the data, processing was carried out in six steps, as follows: 

1. Execution of the K-means algorithm on the data set for two, three, and four clusters; 

2. Principal Component Analysis following criteria described by Jolliffe (JOLLIFFE, 1972).  

3. Execution of the K-means algorithm on the data set after PCA conversion, removing 

attributes suggested in step 2 for two, three, and four clusters; 

4. Execution of the EM algorithm on the data set after PCA conversion, removing attributes 

suggested in step 2 for two, three, and four clusters; 

5. Creation of dot maps containing the generated clusters; 

6. Execution of the Fuzzy C-means algorithm on the same data used for the other 

algorithms, by means of SDUM software. 

Steps 1 to 5 were carried out with the support from Weka tool and Surfer was used for 

georeferencing of clusters. 

Step 6 consisted of executing the results assumed as the reference method, in addition to 

performing the Fuzzy C-means algorithm using the same data from the other algorithms. These 

analyses were performed through SDUM software, which implements interpolator and applies 

ANOVA at a 5% significance comparing the average productivity of each area and, thereby, 

identifying which of management area created is the best, among two, three or four clusters. 

 

RESULTS AND DISCUSSION 

The first sequence of the K-means algorithm executions was conducted only with normalized 

data without PCA. Figure 2 illustrates the generated groupings for two, three, and four clusters, 

respectively in (a), (b) and (c). 
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FIGURE 2. Groupings generated by the K-means algorithm - (a) 2 clusters, (b) 3 clusters and (c) 4 

clusters. 

 
The classification error rates without conducting PCA were 16%, 14%, and 13% for 

groupings in two, three, and four clusters, respectively (Table 1). It was observed that the points 

were categorized into mixed clusters since the geographical location of each point was not 

considered. Hence, each point was exclusively classified according to the result of the algorithm for 

input parameters.  

 
TABLE 1. K-means - Points per cluster and error rate. 

Number of Clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4 Error Rate 

2 45 55   16% 

3 33 45 21  14% 

4 31 31  17 21 13% 

 
By applying the PCA technique and the criteria by JOLLIFFE (1972), which suggested the 

exclusion of two attributes (organic matter and sand), the K-means algorithm was newly executed to 

generate two, three, and four clusters, shown respectively in (a), (b) and (c), in Figure 3. 

 

 

FIGURE 3. Groupings generated by the K-means algorithm + PCA – (a) 2 clusters, (b) 3 clusters 

and (c) 4 clusters. 

 

  For the K-means algorithm execution with PCA, the data classification errors were reduced by 

5%, on average, for the three cluster options. Therefore, the excluded attributes by PCA and 

JOLLIFFE (1972) criteria positively contributed to improving the generated clusters. The 

distribution of points was homogeneous among the clusters, except for the case of four clusters, in 

which the number of points (2 points) was well below the other clusters (Table 2). 

 
 



Elder E. Schemberger, Fabiane S. Fontana, Jerry A. Johann, et al. 

Eng. Agríc., Jaboticabal, v.37, n.1, p.185-193, jan./fev. 2017 

190 

TABLE 2. K-means + PCA – Points per cluster and error rate. 

Number of Clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4 Error Rate 

2 40 60   11% 

3 33 36 31  10% 

4 36 38 24 2 9% 

 
The results of EM algorithm run after applying PCA with the criteria by JOLLIFFE (1972) for 

two, three, and four clusters are shown in (a), (b) and (c) of Figure 4, respectively. If compared to 

the algorithm K-means, EM algorithm results had greater differences for MAs with 3 (Figures 2b 

and 3b) and 4 (Figures 2c and 3c) clusters. This fact is which is justified by the heuristics used by 

each grouping algorithm (K-means and EM) to generate the clusters, which had already been 

observed by Johann et al. (2013). Although Weka does not offer the error rate of the groupings 

conducted with EM, it enables visualizing the distribution of the points among the clusters (Table 

3). 

 

TABLE 3. Error Rate of points by cluster for the EM + PCA algorithm. 

Number of Clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4 

2 17 83   

3 5 12 83  

4 21 31 5 43 

 

 

FIGURE 4. Groupings generated by the EM + PCA algorithm – (a) 2 clusters, (b) 3 clusters and (c) 

4 clusters. 

 
In SDUM, the interpolation by the Inverse Square Distance and generation of the maps for 

two, three, and four MAs was conducted using the Fuzzy C-means algorithm, and it was defined as 

the reference method for this study. 

Once the reference method was obtained, it was compared to the groupings obtained by 

algorithms K-means and EM for the soil chemical and physical data. Such comparison was 

performed by overlapping the georeferenced maps as shown in Figure 5, in which (a) shows the K-

means algorithm for two, three, and four MAs, (b) presents the clusters by K-means with PCA, 

whereas in (c) are the clusters by EM algorithm with PCA. 
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FIGURE 5. Overlap of groupings for 2, 3, and 4 clusters and the map of MAs where (2a), (2b) and 

(2c) K-means, (3a), (3b) and (3c) PCA + K-means and (4a), (4b) and (4c) PCA + EM. 

 
Based on this overlap (Figure 5), the hits may be quantified for the clusters generated by each 

grouping algorithm (Table 4) when overlapped with the maps of the reference model. 

 
TABLE 4. Hit rate of K-means and EM groupings on the Reference Method. 

 Amount of MAs Algorithms MA 1 MA 2 MA 3 MA 4 Hit Rate 

2 

K-means 10% 17%   27% 

PCA + K-means 12% 22%   34% 

PCA + EM 8% 42%   50% 

3 

K-means 3% 12% 10%  25% 

PCA + K-means 3% 15% 20%  38% 

PCA + EM 0% 10% 34%  44% 

4 

K-means 0% 3% 5% 3% 11% 

PCA + K-means 0% 8% 17% 3% 28% 

PCA + EM 0% 0% 5% 20% 25% 

 

EM algorithm with PCA stood out across all executions if compared to the performance of K-

means, and it had the highest hit rate (Table 4). The greater the number of analyzed MAs, the lower 

the percentage of hits across all executions, confirming the evaluation created by SDUM through 

ANOVA, which was conducted with productivity data before executing DM algorithms, which 

shows the division into two MAs as the most appropriate one for this study area. 
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The K-means algorithm also had a lower performance than Algorithm EM if compared to the 

reference method, and its highest hit rate was 38% (K-means with PCA for three MAs). 

It was also observed that the application of PCA increased the hit margin with algorithm K-

means in 17% at its best performance (Table 4), indicating that, excluding the sand and organic 

matter attributes, in fact, improved the generation of the clusters. 

After generating the MAs with the Fuzzy C-means algorithm for two, three, and four MAs, 

they were evaluated with the assistance of the SDUM software, in which ANOVA indicated 

homogeneity between MAs with 3 and 4 clusters for the analyzed data. When considering the 

Tukey’s test, two MAs made up the best configuration for the study area, being the only non-

homogeneous set across the generated classes, indicating that, in fact, there are two different MAs. 

Therefore, with 5% of significance, the generated MAs with three and four clusters showed at least 

one pair of classes considered homogeneous in relation to each other.  

 

CONCLUSIONS 

Using Data Mining techniques to evaluate Management Areas has proven to be a method 

providing innovative and conclusive results. In addition, the Principal Component Analysis 

technique maximized the generation of clusters, showing an increase in hit rate across all executions 

conducted with the K-means algorithm. 

Once a point-point distance analysis was not carried out in EM algorithm structuring, there 

was an unbalanced distribution of the MAs since in all executions, at least one of the MAs had a 

number of points near or superior to 50%. 

The soil attributes sand and organic matter had no direct influence on the creation of MAs in 

the study area when considering average productivity, used by the reference method. 

The grouping obtained with the EM algorithm and the application of PCA for two MAs were 

more assertive, while the K-means algorithm without PCA for four MAs had the worst overlapping 

if compared to the reference method from SDUM. 
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