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Dear Editor,
Scientific advancements driven by an increased understanding of big data, 
patient preferences, and high-quality research have revealed the need for 
rapid responses.(1) In this scenario, the use of artificial intelligence (AI), which 
enables the possibility of obtaining full texts, which mimic human language 
patterns, from a short sentence, with the adoption of AI tools such as Chat 
generative Pre-trained Transformer-ChatGPT (Open AI, San Francisco, CA, 
USA), is attractive.(2) A growing number of researchers are evaluating the 
potential of ChatGPT to aid in diagnostic decisions, report generation, and 
patient education through prompts; however, other important facets of AI 
use need to be explored.(3,4)

The super support of ChatGPT in the field of research can assist in or perform 
all the work related to writing and summarizing scientific texts, search for and 
show outputs to answer questions faster (though not as accurately), process 
large volumes of data, and facilitate literature reviews, thus saving time.(5-7) 
In addition, the constant learning algorithm allows the user to request ideas. 
Optimization of textual synthesis of ‘health topics’ can guarantee more time 
for critical evaluation of the content and reflections on the applicability of the 
content for different scenarios.(8) The time gap reduction between formulating 
ideas and publication may enable the acceleration of public policies and access 
to better evidence for consumers, researchers, clinicians, and decision-makers 
in the future. Despite all the facilities and advantages listed, there is a real 
concern about its interference in the authors’ creativity and a dependency 
relationship with ChatGPT.(9,10) Initiatives such as extensions to guidelines 
and protocols for randomized studies related to AI, such as the ‘Consolidated 
Standards of Reporting Trials (CONSORT-AI)’ and the ‘Standard Protocol 
Items: Recommendations for Interventional Trials (SPIRIT-AI)’ extension, 
were the first steps to ensure regulation of its use in the scientific field.(11,12) 
Contrarily, many efforts have made the first regulatory document published by 
the Secretary of State for Science, Innovation and Technology in the United 
Kingdom possible.(13) However, the use of ChatGPT for scientific writing 
still requires regulation and transparency of how and when it should be used 
in manuscripts to enable readers the autonomy to interpret and evaluate 
evidence. Some organizations are publishing recommendations on AI such 
as ChatGPT, for academic purposes and publications.(14,15) Therefore, certain 
aspects should be considered when authors plan and report manuscripts. The 
first concerns authorship and the fact that chatbots, such as ChatGPT, cannot 
be considered authors because of the impossibility of assuming responsibility 
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for content to guarantee the precision and integrity of 
papers. In addition, they cannot understand conflicts of 
interest or hold copyrights.(15,16) Authors’ responsibility 
for transparency is essential when conducting and 
publishing content based on ethical principles. Despite 
this, concerns have been raised regarding the importance 
of defining the admissible proportion of ChatGPT 
collaborations in scientific texts.(17,18) Therefore, to 
improve transparency and data security in papers, it 
is important to inform the use of such tools.(15) 

 ChatGPT certainly does not replace researchers 
in evidence synthesis. Nevertheless, it will likely be able 
to increasingly help improve texts by making them more 
objective, attractive, and accessible, reducing language 
barriers, and amplifying the dissemination of evidence.(19)  
Therefore, we, more than ever, need humans with 
critical evaluation skills and ethical research principles 
to conduct transparent research, from conception to 
publication, and to operate ChatGPT conscientiously 
and rigorously. There will be many opportunities to use 
ChatGPT in future as we begin to explore the benefits, 
controversies, and dilemmas in the coming months. 
Note that this letter was written only by humans!
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