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Humankind has experienced a remarkable development since it began to design and optimize 
chemical reactions to achieve valuable compounds. The key to accomplish these tasks is the 
proper understanding of how chemical transformations occur at a molecular level, that is, their 
reaction mechanisms. Based on a suitable mechanistic proposal, experimentalists choose a 
given chemical protocol to optimize experimental conditions, design new synthetic routes, and 
circumvent competing reactions. In this context, computational chemistry has become a valuable 
ally for mechanistic elucidation. We present herein a review of complementary collaborations 
between experimentalists and theoretical chemists to rationalize processes at the molecular 
level, focusing mainly on the fields of organic synthesis, natural product chemistry, and systems 
with environmental interest. Throughout this review, we highlight the ability of computational 
evaluations to provide answers to questions raised from experiments in a clear and direct way, 
indicating to experimentalists alternative paths to help them solve their problems. 
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1. Introduction

One of the main objectives of chemists is to master the 
transformations of the matter. Since it was realized that 
it is possible to mimic the nature in producing chemical 
substances, e.g., the seminal work of Friedrich Wöhler, 
who in 1828 synthesized urea (a naturally occurring 
substance from living beings) from mineral reactants in 
laboratory,1 and even to create highly specific molecules 
with desirable properties, humankind has experienced a 
remarkable development. Since then, efforts have been 
devoted to design and optimize chemical routes to achieve 
valuable substances by means of efficient and sustainable 
protocols. The knowledge about how chemical reactions 
occur at the molecular level, that is, their mechanisms, and 
what are the features that control reactivity is the key to 
accomplish these tasks.

The IUPAC Gold Book2 defines the reaction mechanism 

as a meticulous description of the process converting 
reactants to products. It should inform in detail the 
composition, structure, relative energy of transition states 
and chemical intermediates and other properties. In 
addition, the hypothesized mechanism must be consistent 
with experimental evidence, such as stoichiometry, rate 
law, stereochemical aspects of intermediates and products 
and be compatible with any available experimental data. 
Deciphering a reaction mechanism requires the puzzling 
task of gathering a plethora of matching information and 
combine them to build a reasonable model. However, 
a famous quote attributed to Einstein in a biochemistry 
textbook concerning enzymatic mechanistic discussion 
states that “No amount of experimentation can ever prove 
me right; a single experiment can prove me wrong”.3 In 
another quotation, as found in many popular Organic 
Chemistry textbooks from undergraduate students to 
specialized audience, a reaction mechanism can never 
really be proven, once one single evidence can rule out 
a mechanistic model.4-6 This is a controversial topic and 
literature presents warming debates.7,8 
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Despite all this philosophical discussion about the 
provability of reaction mechanisms, we should be able 
to create reasonable models to understand and predict 
chemical phenomena based on the collected evidences. 
Notwithstanding, obtaining all the experimental data is 
laborious. In some cases, there are severe instrumental and 
operational limitations that makes elucidation of reaction 
mechanism solely based on experimental evidence almost 
prohibitive. In this context, computational chemistry stands 
as a powerful tool that can be employed to help facing these 
problems by simulating chemical and physical processes, in 
particular to access thermodynamic and kinetic parameters 
for the reaction of interest. The advance in computer 
technology has established this area as one of the three 
main cornerstones to chemical sciences, alongside with 
synthesis and spectroscopy.9 In addition of their usefulness 
in the study of chemical reactions, computational tools have 
found their way in the simulation of several types of spectra 
(infrared (IR), nuclear magnetic resonance (NMR), UV-Vis, 
and Raman), which can be compared with those obtained 
from experiment,10 helping elucidate the nature of elusive 
species, such as reaction intermediates. The computation 
of energetic parameters of a chemical reaction allows to 
evaluate its feasibility from the thermochemical (e.g., 
shifting of chemical equilibria, relative stability, acidity, 
basicity) or kinetic point of view (e.g., reaction rates and 
kinetic isotope effect).11-15 

Computational chemistry explores the central concept 
of Potential Energy Surfaces (PES) to evaluate reaction 
mechanisms.16 These are defined as hypersurfaces that 
express the correlation between the nuclear configurational 
arrangement of a given system (such as interatomic 
distance, r, valence angle, θ, and dihedral angles φ) 
and its corresponding potential energy, Ep. When the 
nuclear configuration is expressed in terms of the internal 
coordinates (qi), according to their degree of freedom, the 
potential energy, Ep, becomes a function of those internal 
coordinates, Ep = f(qi).17 

To compute the energy and the properties of a chemical 
system (a single molecule or an arrangement of substances 
in a chemical reaction), many computational models based 
on the classical or quantum laws of physics are available. 
Since chemical reactions involve bond forming/bond 
breaking events, the computational methods must invoke 
the quantum laws of physics to properly deal with the 
electron reorganization phenomena. Some of the commonly 
available models based on quantum mechanics are the 
Hartree-Fock (HF) method,18 the Generalized Valence 
Bond Theory (GVBT),19,20 Configuration Interaction (CI) 
methods,21,22 Multi-Reference Configuration Interaction 
(MRCI),23,24 Complete Active Space Perturbation Theory 

(CASPT)25,26 and Density Functional Theory (DFT).17,27‑29 
The choice for a given method should consider the 
computational cost and the level of accuracy required for 
the calculated parameters. Because of the intricate quantum 
behavior of electrons and the algebraic treatment behind 
the formulations, many approximations are applied to 
enable their practical usage in computational research. 
One of the most fundamental is the Born-Oppenheimer 
(BO) approximation, which decouples the electronic and 
nuclear motions and treats them as independent from each 
other. The validity of the BO approximation arises from the 
fact that, for most cases, the electrons move much faster 
than the nuclei, due the high difference in their relative 
masses. Therefore, one can assume that electrons may 
instantly reorganize with respect to the nuclear motion. 
The assumption of the BO approximation allows the 
construction of the PESs.16 

A point that may be crucial when studying reaction 
mechanisms is the consideration of dispersive forces in 
systems where non-covalent interactions are relevant. 
While these interactions are negligible for small systems, 
they may become critical for large ones. Dispersive 
interactions (or London dispersion forces) are quantum 
effects that arise from the correlation in the electron 
motion.30 They are weak and strongly dependent on the 
distance between the interacting atoms.31-33 The proper 
simulation of the dispersive forces is important in the design 
of molecules with unexpected long C–C bonds34-36 and in 
the control of reactivity and selectivity in reactions with 
bulk components.37-39 Although highly accurate methods 
(e.g., post-Hartree-Fock methods) are able to properly 
account for the dispersive forces, several of the most famous 
density functionals (such as B3LYP and BLYP) fails in 
describing these interactions.31 Popular tools to account 
for these effects are the DFT-D, the dispersion-corrected 
DFT approaches (e.g., Grimme’s DFT-D2,40 DFT-D3,41,42 
and DFT-D4,43,44 and their variations), which empirically 
include a term to correct the overall energy.33 Some 
examples using DFT-D will be discussed along this review. 

Computational chemistry has also helped developing 
models and descriptors for reactivity that contribute to a 
deeper understanding of intrinsic molecular features that 
control reactivity. The activation-strain model (ASM), 
connected with the energy decomposition analysis 
(EDA), has become one of the most successful tools to 
decompose the complex forces acting between reacting 
species into simpler components, being successfully 
applied to establish a causal relationship between the 
structure of reactants and their chemical reactivity. This 
fragment-based approach decomposes the interaction 
energy ΔE(ζ) between fragments into different terms, 
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favoring physical interpretation, helping rationalization 
at a finer level, and contributing to the understanding of 
the molecular descriptors that control reactivity. In the 
ASM model, also called distortion/interaction model,45 
the ΔE(ζ) is decomposed into two contributing terms 
along the reaction coordinate (ζ), namely the strain (or 
distortion), ΔEstrain(ζ), and interaction, ΔEint(ζ), energies. 
From a practical point of view, the choice of the reaction 
coordinate might be challenging and the recommendation 
is to decompose the ΔE(ζ) along all the intrinsic reaction 
coordinate (IRC) projected onto a coordinate that clearly 
changes along the reaction pathway.45 The strain (or 
distortion) is associated with the geometrical deformation 
needed to take the reactant(s) from its(their) equilibrium 
geometry to the structure it assumes in the transition state, 
this being typically a destabilizing factor, which contributes 
to increase the energy along the reaction coordinate 
leading from the reactant up to the transition structure. 
The interaction energy, in turn, may be either attractive or 
repulsive, usually contributing to destabilize the system at 
the beginning of the reaction, becoming however strongly 
attractive as the reaction advances.46 The interaction energy 
can be further decomposed into four terms (known as 
the Energy Decomposition Analysis, EDA):47 the orbital 
interaction energy, ΔEoi, the electrostatic interaction, ΔVelstat, 

the Pauli repulsion energy, ΔEPauli, and the dispersion 
energy, ΔEdisp, with the latter being usually neglected.48 

The orbital interaction, ΔEoi, accounts for, among others, 
the orbital interactions between the occupied and virtual 
orbitals of each fragment, i.e., a charge-transfer interaction. 
The ΔVelstat is ascribed to the quasi-classical electrostatic 
interaction between the unperturbed charge distributions 
of the two deformed interacting fragments. Finally, the 
Pauli repulsion, ΔEPauli, is often attributed to the repulsive 
steric interaction between the two deformed fragments. It 
accounts for the unfavorable interaction between the fully 
occupied orbitals of each fragment, according to the Pauli 
Exclusion Principle. Thus, the latter is always a positive 
(thus destabilizing) component of the interaction energy 
ΔEint(ζ).49 Readers interested in a deeper description of these 
approaches are addressed to the following comprehensive 
reviews.46,50-53 

Several approaches based on the electron density are 
also available to analyze the topology of the electrons 
distribution in a reacting system. For example, the NCI 
analysis examines non-covalent interactions (NCI) in terms 
of the electron densities and their reduced gradients.54-56 
Because of the relatively small computational cost 
associated with this type of analysis, they are particularly 
useful to be employed for very large systems, such as 
nanomachines, nucleic acids, proteins and solvated 

systems.57 Another popular approach based on the electron 
density is the Quantum Theory of Atoms in Molecules 
(QTAIM)58-60 and Natural Bond Orbital analysis (NBO).61,62 
Both have been used to rationalize unconventional chemical 
bond connecting reference systems. Modeling the solvent 
effect on reaction mechanisms is another important feature 
we would like to highlight, since most reactions occur 
in solution. Computational chemistry accounts for these 
effects by two main approaches: implicit and explicit 
solvation models. While the former simulates the solvent 
as a bulk continuum (in general, a dielectric),63,64 the latter 
explicitly incorporates the solvent molecules around the 
solute(s) and accounts for their specific interactions. With 
respect to the required computational costs, implementing 
the implicit solvation models usually requires shorter 
simulation times and less advanced hardware.64,65 However, 
this oversimplified approach might neglect important 
specific solute-solvent interactions, such as hydrogen 
bonds. The usage of hybrid solvation models (that is, 
mixing the implicit and explicit models) is often an efficient 
strategy.66 

Hybrid methods might also provide accurate results for 
very large systems in a relatively economic way, reason 
why they became so popular amongst the computational 
chemists. For instance, processes in solution66 in which the 
solvent environment influences the properties of the solute 
and enzymatic reactions67 could take advantage from this 
strategy.68 The main idea of such methods is to treat various 
regions of the system at different computational levels 
assuming that they play different roles in the investigated 
phenomenon.69 

In the perspective outlined above, we present a set of 
examples that show how computational chemistry can be 
used as a powerful tool to rationalize chemical problems 
and design processes through reaction mechanisms 
exploration. We focused on recent works from our own 
lab and from other researchers. The review is organized 
according to the following three main subjects: (i) support 
to organic synthesis; (ii) support to natural product 
chemistry; and (iii) support to environmental chemistry. 
For each of these subjects, we offer several examples of 
experimental-computational interplay, mainly from our 
own research group, but also from other impactful works 
that have accented the importance of molecular modeling 
to understand and predict chemical reactivity.

2. Support to Organic Synthesis

Organic synthesis is an essential area of experimental 
chemistry dedicated to the preparation of organic 
compounds. The ongoing progress of this area in the last 
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century has contributed to profound advances in science 
and technology, such as the pharmacological and oil 
industry, material science, and nanotechnology.1 Its growth 
is associated with the evolution of spectroscopic techniques 
(structure characterization) and the understanding of 
chemical processes at the molecular level. For the rational 
planning of a new compound or total synthesis of a natural 
product, it is necessary to have a comprehensive knowledge 
of the involved reaction mechanisms to allow design 
efficient synthetic routes. The alliance between experiments 
and computational simulation can provide a broader and 
deeper understanding of the structure and properties of 
organic compounds, as well as the elucidation of the 
reaction mechanisms.11,70 Besides those, classical organic 
reactions have also been reviewed from a computational 
point of view.71,72 In the following, we will address how 
computational chemistry can be used as support for 
organic synthesis, considering several key points, such 
as isomerization and thermodynamic stability, reaction 
mechanism elucidation, selectivity (stereo-, chemo- and 
regiochemistry), and solvent effect.

A first representative example combining theoretical and 
experimental data to understand an intriguing observation 
that we present is the case of Z-E acid isomerization 
of γ-alkylidenebutenolides.73 These are molecules with 
an α,β-unsaturated γ-lactone moiety substituted by an 
alkylidene at the gamma position, regarded as an important 
skeleton to several pharmacological activities.73 Almost 
all of their derivatives are reported in the Z form, but 
depending on the synthetic strategy and the solvent used 
for structure characterization, a Z-E diastereoisomeric 
mixture is also observed. Aiming to understand the 
isomerization process, Varejão et al.73 synthesized seven 
γ-alkylidenebutenolides, with benzene and substituted 
furan as aromatic portions. Through experimental high-
performance liquid chromatography (HPLC) and 1H NMR 
analyses, the authors detected an unexpected isomerization 
process of the most stable (Z) to the less stable (E) 
configuration for most systems, after being suspended in 
organic solvents for 0 to 4 days. They hypothesized that the 
residual acidity of deuterated chloroform (CDCl3, solvent) 
could be associated with this behavior. 

To rationalize these experimental findings, the 
thermodynamics of the Z → E (the relative Gibbs free 
energy of isomerization (ΔG = GE − GZ)) isomerization 
was investigated at the ωB97x-D/6-31G(d,p) level, with 
inclusion of implicit solvation (PCM = chloroform). 
According to the relative Gibbs free energy of isomerization, 
the Z form is more stable than the E form (ΔG < 0). However, 
in the presence of an acidic media, the protonation of the 
carbonyl group stabilizes the E configuration. In the 

protonated form, both the Z and E isomers are almost 
isoergonic (ΔG  =  0.1‑0.7 kcal mol−1), allowing the 
existence of both forms in equilibrium. Protonation of 
the carbonyl group also helps reduce the free energy for 
rotation around the C=C bond (Figure 1a). According to the 
simulated thermodynamic data, only one system (benzene 
as aromatic portion) remains in the Z configuration, with 
ΔG ca. −1.8  kcal mol−1 in neutral and protonated form. 
This profile agrees with experimental data, which shows 
that after standing for a long time, the Z form becomes the 
main product (about 100%).73

Esquivel et al.74 also explored the acid effect on the 
thermodynamic stability of pyrazol-4-ol and isoxazole-4-ol 
heterocycles. They reported the synthesis of pyrazol-4-ol 
and isoxazole-4-ol heterocycles, which occurs in 3 steps in 
acid methanol solution. Although the N-phenyl substituted 
pyrazol-4-ols (R1 = Ph) derivatives were obtained with 
moderate to high yields (30-85%), no desired product 
was detected for the carboxamide pyrazol-4-ol systems 
(R1  =  CONH2), which suffer a dehydration reaction 
to their corresponding pyrazol form. To address this 
question, the acid dehydration reactions of both pyrazol-
4-ol (R1 as phenyl- or carboxamide-) were explored using  
X3LYP/def2-SVP(C,H)/ma-def2-SVP(N,O) and  
M06-2X/ma-def2-TZVPP DFT level, with SMD, an 
implicit charge-density (D) based solvation model (SM) for 
methanol. They identified that the reaction could pass by 
four steps (Figure 1b) for both phenyl- and carboxamide- 
systems. The simulations indicate that the main difference 
on the energy profile regards the water elimination step (rate 
determinant step, Figure 1b, step iii), in which the computed 
energy barrier is 3.7 kcal mol−1 higher for phenyl- than for 
carboxamide pyrazol-4-ol. In other words, the dehydration 
of carboxamide pyrazol-4-ol to their respective pyrazol is 
102 times faster than the phenyl- one. This energy profile 
agrees with experimental results about the fast dehydration 
of carboxamide derivatives.74 

These illustrative examples show how the reaction media 
(in these cases, the presence of an acid) has an influence on 
the thermodynamic (isomerization equilibria) and kinetic 
(energy barrier) properties of the reaction.73,74 In the following 
example, we show how the reactant structure can also control 
the reaction mechanism type. This is the case of 1,2,3-triazole 
synthesis from the Sakai reaction.75 This synthetic protocol 
is widely employed in 1,2,3-triazolone synthesis from 
⍺,⍺-dichlorotosylhydrazones and amines. Despite of being 
extensively used, the reaction mechanism is still unclear. 
The main mechanistic proposal starts from a chloride 
elimination to form a vinyldiazine as key intermediate. Then, 
the reaction can follow two paths to the amine addition, as 
proposed by Sakai76 and Hanselmann77 (Figure 1c).76,77 On 
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the Sakai pathway (Figure 1c), the -tosyl liberation occurs 
concerted with the amine attack (step i), followed by the base-
induced elimination of chloride (step ii). In contrast, in the 
Hanselmann mechanism (Figure 1c), the -tosyl group leaves 
only after the amine attack (step i) and chloride elimination 
(step ii). The neutral intermediate formed in step ii was 
detected by X-ray diffraction, supporting the Hanselmann 
mechanism. Nevertheless, computational evaluations showed 
that the direct amine attack cannot occur before chloride 
elimination and the whole process depends both on the cis/
trans configuration of the vinyldiazine intermediate and the 
amine structure.

In addition to the uncertainties concerning the reaction 
path, the amine has a great influence on the reaction 
yield. Thus, Shang et al.75 explored computationally 
the Sakai reaction with two different amines (H2NR, 
R = benzene and triazol) using B3LYP-D3/6-311+g(2d,p)//

B3LYP‑D3/6‑31G(d) computational method with the 
simulation of the implicit solvent medium (methanol, SMD 
model). They identified that both Sakai and Hanselmann 
proposals has energetic inconsistences, as the liberation 
of the -tosyl group (Sakai path) and the direct attack of 
the amine (triazolamine) in the first step (Hanselmann 
path) are difficult to occur. For -tosyl liberation, there was 
a consistent energy increase with the elongation of the 
N–S bond (higher than 20 kcal mol–1). For the pathway 
involving the amine attack, the authors did not identify the 
formation of a stable intermediary in step i, as proposed by 
Hanselmann. Shang calculations75 showed that a key point 
in the reaction mechanism is the rotation of the C–N bond 
(highlighted in bold red) in the vinyldiazine intermediate 
(Figure 1c, Shang computational proposal) with the amine 
working as a nucleophile. When the amine is triazolamine, 
only the s-cis conformer of vinyldiazine allows the direct 

Figure 1. (a) Z-E isomerization of γ-alkylidenebutenolides in acid media; (b) mechanism for the dehydration of pyrazol-4-ol; (c) relevant intermediates 
for the Sakai reaction mechanism proposed by Sakai,76 Hanselmann77 and Shang75 (C−N bond highlighted in bold red).
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attack, similar to the Hanselmann pathway, but with a high 
energy barrier (about 23 kcal mol–1). For the aniline, the 
direct attack in both trans and cis conformation is feasible 
(15-20 kcal mol–1), occurring with a lower energy barrier, 
due to charge stabilization. The pathway starting from the 
trans form and with aniline as a nucleophile has the lowest 
energy barrier, being the ideal condition for the synthetical 
protocol. The theoretical calculations using different amines 
were able to predict which one is most favorable (following 
the trans path) to form triazole rings in the Sakai reaction.75

Organocatalysis is a major topic within organic 
synthesis, once organocatalysts are substances that are 
easily accessible, simpler, and usually less toxic than 
either enzymes or metal catalysts.78,79 A promising type 
of organocatalysts that has shown efficiency in organic 
synthesis are the N-heterocyclic carbenes (NHCs), which 
are being used with different goals.80-82 As an example, 
NHCs are being employed in polymer synthesis, such 
as in the synthesis of poly(δ-valerolactone), produced 
from the polymerization of δ-valerolactone.83 Recently, 
the polymerization of δ-valerolactone was investigated 
in our group exploring the NHC role in the absence and 
the presence of a co-initiator (alcohol) by means of DFT 
at the N12SX/6-311+G(d,p) level, simulating water as 
solvent with the implicit solvation Integral Equation 
Formalism variant of the Polarizable Continuum Model 
(IEFPCM) method.84 The hypotheses were that the NHC 
could either act as nucleophile, directly opening the lactone 
ring, or as a Brønsted base, activating the barely acidic 
hydroxyl group of the alcohol. In the direct attack of the 
NHC on the lactone, the NHC acts as a nucleophile and 
attacks the lactone to form a zwitterionic intermediate, as 
depicted in Figure 2a. The simulations suggest that the rate 
determining step (rds) for the first route (direct attack) is 
the ring opening, however with a high energy barrier (18.4 
to 37.4 kcal mol−1), being also highly endothermic. For the 
alternative route (activation of the co-initiator), the features 
of the NHC, in particular their basicity, play a pivotal role 
to the rds. For most NHCs, with intermediate basicity, 
the rds is the first step, characterized by a termolecular 
transition state, involving the nucleophilic attack of the 
alcohol activated by the NHC. For NHC with high basicity, 
as determined by proton affinity simulations, the lactone 
ring opening (second step in this route) is the rds, as the 
nucleophile activation (i.e., proton abstraction) is favored. 
Even so, energy barriers are smaller than for the direct route 
(from 2.2 to 15.0 kcal mol−1), agreeing with experimental 
evidence that showed faster ring-opening polymerization 
with alcohol as a co-initiator.84,85

The organocatalytic field has gained great visibility 
in recent years due to the contributions mainly of List 

and MacMillan.78-87 Their work with organocatalysis in 
asymmetric synthesis revolutionized this field, awarding 
them the Nobel Prize in 2021 for the development of 
asymmetric organocatalysis.88,89 The popularization 
of this theme made it one of the main branches of 
enantioselective synthesis, being a powerful alternative 
for enzymatic and organometallic catalysis. As just stated, 
NHCs constitute an important class of organocatalysts. 
He et al.90 explored the chiral structures to the asymmetric 
β-carbon functionalization of carboxylic esters through 
[3  +  3] cycloaddition to form δ-lactams in high yields 
(97%) and high enantioselective character (98% of 
enantiomeric excess, ee) (Figure 2b). To address the origins 
of the enantioselectivity, Li et al.91 carried out molecular 
simulations at the M06-2X-D3/6-311++G(2df,2pd) 
level, using tetrahydrofuran (THF) as an implicit solvent 
(IEFPCM). According to their results, the most reasonable 
mechanism comprises seven steps, in which the first 
one is the NHC binding to the ester and thus making 
it more electrophilic, while the last step is the catalyst 
regeneration (NHC liberation), Figure 2b. They concluded 
that enantioselectivity arises in the carbon-carbon bond 
formation step, controlled by noncovalent C−H···O, 
C−H···N, and π-π interactions. The stereo controlling step 
to form the S product (Si face attack) has the lowest energy 
barrier (14.6 kcal mol−1) compared to any other assessed 
possibility. By the simulated energy barriers, the authors 
estimated 98% of enantiomeric excess (ee), the same value 
reported experimentally. These results are useful to design 
new reactions and chiral NHC organocatalysts.91 

One of the most powerful class of reactions to build 
new molecules are the cycloadditions, due to their synthetic 
versatility, regio- and stereochemical control and ability to 
provide formations of multiple bonds. Besides the classical 
[4 + 2] cycloaddition to form a six-membered ring, largely 
explored by Diels and Alder, the construction of systems 
with other sizes, such as [4 + 3], is also paramount.92,93 
Depending on the experimental conditions, different types 
of cycloaddition reactions may compete. This is the case 
of the [4 + 3] and [3 + 2] intramolecular cycloaddition of 
epoxy and aziridinyl enolsilanes. In standard conditions 
to [4  +  3] cycloaddition, the [3  +  2] cycloadduct was 
formed exclusively and with high diastereoselectivity 
(92% ee).94 Chen et al.93 explored a variety of epoxy and 
aziridinyl enolsilanes under cycloaddition conditions. They 
found high chemoselectivity for the trans-fused [3 + 2] 
cycloadduct, while no [4 + 3] cycloaddition was identified. 
DFT calculations of the reaction mechanism at M06-2X/
def2-TZVPP/SMD(DCM)//B3LYP-D3(BJ)/6‑31G(d,p)/
CPCM(DCM) level was employed to elucidate the 
diastereo- and chemoselectivity. According to their results, 
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the diastereoselectivity is associated with the C−C bond-
forming step (Figure 3a, step i), which has activation energy 
to form the exo intermediate lower than the corresponding 
one to form the endo intermediate (ΔΔG‡ = 1.2 kcal mol–1). 
The endo transition state (TS) is destabilized by torsional 
strain related to 1,3-diaxial interactions, while the exo 
TS is almost staggered. The chemoselectivity can also 
be rationalized in terms of kinetic factors: formation of 
[3  +  2] cycloaddition requires 4 kcal mol–1 less energy 
than formation of the [4  + 3] intermediate (Figure 3a, 
step ii). The TS leading to the endo intermediate is 
geometrically different from the one leading to the exo 
key intermediate, then the major structural reorganization 
in this path is unfavorable to the [4 + 3] product. These 
theoretical findings allowed the authors to design new 
systems that favored the [4 + 3] products.93 Cycloaddition 
competitions can be associated with different structural 
factors. Alnajjar and Jasinski95 fully explored [2 + 1] and 
[4 + 1] cycloaddition competition in the reaction between 
nitroalkenes and dichlorocarbene by DFT at the B3LYP/6-
31G(d) level. Their evaluations show that the competition 
is possible only for reactions with 2-substituted nitroethene 
systems. For nitroethene itself and its 1-substituted analogs, 
[2  +  1] cycloaddition is the only possible scheme, as 

[4 + 1] is kinetically less favorable, as indicated by the 
activation Gibbs free energy of ΔG‡ = 12.8 for [2  +  1] 
and 18.3 kcal mol–1 for [4 + 1] cycloaddition. Further, the 
[2 + 1] cycloaddition has a non-polar character (biradical 
TS), while the [4 + 1] one has polar transition structure 
(zwitterionic TS).95 This radical character in cycloaddition 
reactions was also reported by Fiorot et al.96

The previous examples show how computational 
chemistry can give insights into organocatalytic processes. 
Besides the catalyst activity, the product structure provides 
insights to decipher the reaction mechanism. For instance, 
one can use the absolute configuration of a given product 
to differentiate an aliphatic nucleophilic substitution 
mechanism between the uni- (SN1) and bimolecular (SN2) 
pathways.97,98 In the SN1 mechanism, the formation of a 
carbocationic planar intermediate allows the nucleophile 
approaches by both sides, yielding a racemic mixture. On 
the other hand, the SN2 pathway usually is an asynchronous 
concerted process and generally leads to a product with 
inversion of configuration (backside approach preferred).99 
Although these mechanistic features are well established, 
in some cases observations might be tricky to rationalize, 
as in the following example. Evangelista et al.100 conducted 
several synthetic and computational experiments to 

Figure 2. (a) Two possible mechanisms for ring-opening polymerization of δ-valerolactone assisted by NHC; (b) [3 + 3] cycloaddition reaction catalyzed 
by NHC. 
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evaluate the reaction mechanism of azide (N3
–) insertion 

into a benzodiazepine derivate. They employed different 
reaction conditions (leaving group, solvent, temperature, 
and reaction time) to modulate product formation. 
They showed that temperature has a major influence 
on the stereochemical features of the reaction pathway 
(Figure 3b). When they performed the experiments at 55 °C, 
the reaction yields a product with 100% configuration 
inversion, regardless of the employed reaction condition. 
At 100 °C, they obtained product with a ratio of 36:64 in 
terms of retention:inversion. By increasing the reaction 
temperature to 120 °C, the major product is the one with 
retention of configuration (63:37 ratio). To rationalize 
these unprecedent observations, they employed molecular 
simulations at the M06-2X/6‑311+G(d,p) level. The SN1 
pathway was immediately disregarded, as the carbocation 
formation is endothermic by a large amount (almost 
45 kcal mol−1). Conversely, the computed energy barrier in 
terms of enthalpy for the SN2 pathway (displacement of the 
OMs (methanesulfonate or mesylate) by the N3

– nucleophile) 
is lower (19 kcal mol–1) than for the SN1 pathway, forming 
the product with a first configuration inversion. On higher 
temperatures, a second SN2 substitution reaction may occur, 
restoring the initial configuration. Computation revealed that 
the azide nucleophile may displace the azide-substituted 
product with an activation energy of 31 kcal mol–1.100 

Batalha et al.101 studied the regioselectivity of the 
N-ethylation reaction of N-benzyl-4-oxo-dihydroquinoline-
3-carboxamide, a useful reaction to produce N-alkyl 
substituted compounds. In this case, although two nitrogen 
atoms are available to react as nucleophiles (N1 and N3’, 
in Figure 3c), the reaction exclusively produced only 
the product with N-ethylated at the N3’ position (80%). 
The regioselectivity was assessed by DFT calculations 
(B3LYP/6-31+G(d)/IEFPCM = dimethyl sulfoxide 
(DMSO)) of the acidity of the N1–H and N3’–H unities and 
the activation energy for the possible ethylation at both 
reaction sites. Analysis of the preferential deprotonation 
sites indicates that the regioselectivity is associated with the 
higher N1–H acidity of oxoquinoline portion as compared 
to the N3’–H of the carboxamide moiety. The computations 
indicate that deprotonating the N1–H unit is preferred by 
more than 22 kcal mol−1 as compared to deprotonation of 
the N3’–H (Figure 3c). Because of the lower stability (that 
is, higher energy) of the carboxamide conjugated base, the 
N-ethylation from this site occurs with a lower activation 
barrier (more reactive). The computed activation energies 
are 9.5 kcal mol–1 for the N3’-ethylation and 11.4 kcal mol–1 
for the N1-ethylation.101

Yet regarding regioselective aspects of an organic 
transformation, Delarmelina et al.102 combined experimental 

and computational investigations to rationalize the 
preferential formation of the α-lapachones over the b- 
isomer in the hetero-Diels-Alder (HDA) reaction between 
an o-quinone methide and a set of dienophiles (Figure 3d). 
After exploring the reaction between the o-quinone methide 
and the dienophiles, the authors observed a consistent 
selectivity towards the α isomer (77-80%), despite of 
the chemical similarity of the two possible reactant sites. 
The theoretical calculations indicated that the origin of 
selectivity has a kinetic reason, that is, the formation of the 
α product has a lower activation energy than the barrier 
for formation of the β analogue.102 The activation strain 
model (ASM) and the energy decomposition analysis 
(EDA) were applied to rationalize these results. While the 
ASM revealed that diene-dienophile interactions control 
the regioselectivity, the EDA results points that the barrier 
height is associated mainly with Pauli (steric) repulsion: 
the α-TS has a less destabilizing Pauli repulsion than 
the β-TS. Furthermore, the authors also explored the  
endo/exo diastereoselectivity and ortho/meta regioselectivity 
of the hetero Diels-Alder reaction in 3-methylene-
1,2,4‑naphthotriones. For all cases, diastereoselectivity 
was discrete, with a small energy difference between the  
endo/exo energy barriers (ΔΔG‡ < 4 kcal mol-1, endo 
favorable). On the other hand, ortho regioselectivity was 
considerably favored for all systems, with a pronounced effect 
of the substituent electron donating groups (EDG) (ΔΔG‡ 

about 19 kcal mol−1). This was associated with the dienophile 
approximation over the diene: ortho approximation induces 
a dipole moment that can be stabilized by EDG of the 
dienophile.102 This deeper exploration of the energy profile 
through ASM and EDA has been widely used in the literature 
to understand the mechanisms of organic reactions.51,52,72,103

All the studies mentioned above explore reactions in 
an implicit medium. That is, only one bulk property of the 
solvent is simulated (e.g., dielectric constant). This allows 
simulating the average effect of the solvent field and its 
influence on electronic and structural properties of the solute, 
such as attenuation of atomic charges and small structural 
changes as a function of the medium.65,104,105 Despite being 
the most used solvation model in computational chemistry, 
this model fails to describe important solute-solvent 
interactions. An alternative is to use explicit solvation, 
in which solvent molecules are explicitly considered 
throughout the simulation. Regarding to reaction mechanism 
simulations, the implicit-explicit solvation approach (known 
as microsolvation) is a good alternative to simulate both 
bulk properties and relevant solvent-solute interactions by 
including only a few explicit solvent molecules associated 
with implicit solvation models (IEFPCM, SMD, Conductor-
like Screening Model (COSMO), etc.).65
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The α- and β- lapachone isomerization was previously 
discussed regarding their HDA reaction. In that case, the 
authors specifically explored the formation of the product as 
a function of different dienophiles.106 However, the reaction 
medium has a great influence on isomerization, which 
was also explored by Delarmelina et al.103 They combined 
experimental and DFT approaches to understand the 
switchable regioselectivity of the acid-catalyzed lapachol 
cyclization and its α-/β- isomerization (Figure 4a).106 
Experimentally, when dilute solutions (HCl/AcOH 9 and 
18%, H2SO4 25 and 50%) are used at room temperature 
(r.t.), a mixture of α- and β- isomer was identified, 
with α- percentage increasing over time. On the other 
hand, for higher acid concentration (H2SO4 > 75%), the 
majority product was the β-isomer (86-100%). Theoretical 
calculations were made at B3LYP/6-31++G(d,p) level 
to understand the origin of the isomerization at the 
molecular level. As the acidic media has huge influence 
on switchable regioselectivity, the authors employed the 
microsolvation approach (implicit-explicit solvation). They 
added explicit molecules considering the possible ion pairs 
in acidic solution, such as H3O +···(H2O)n···B– (B− = Cl−, 
HSO4

− or SO4
2−). The cyclization process occurs with low 

energy barrier (lower than 8.0 kcal mol−1), passing by a 
deprotonated key intermediate. The α/β isomerization was 
calculated for both dilute and concentrated acid medium, 

with H2O and HSO4
− as bases, respectively (Figure 4a). 

In dilute medium (2 explicit water molecules), the energy 
profile relative to the key intermediate is very similar, with 
calculated enthalpies barriers of α → β of 15.1, and β → α 
equal to 14.2 kcal mol−1. Nevertheless, the α isomer is 
slightly more stable than the β isomer (enthalpy change of 
ΔH = −0.9 kcal mol−1) and is formed with smaller activation 
energy. This agreed with experimental identification 
of the α/β isomer mixture and slow conversion of the 
β- into α- isomer over time. Calculations with explicit 
HSO4

− (concentrated media, 2 explicit HSO4
− ion), showed 

enthalpy activation of ΔH‡ = 11.5 and 11.7 kcal mol−1 for 
α → β and β → α isomerization, respectively. Under these 
conditions, the β-isomer is 0.2 kcal mol−1 more stable than 
the α isomer. So, in concentrated acid, the β-isomer is the 
major product due to small activation energy and higher 
thermodynamic stability. Although these energy differences 
are small, the calculated energy profile for both conditions 
agree with the experimental data.106

Solute-solvent interactions can modulate the products 
depending on the interaction site, as we pointed out in the 
previous example. Furthermore, the explicit consideration 
of solvent can give insights about alternative pathways 
leading to the same product. Fiorot et al.107 explored this 
case in the synthesis of 1,3-dioxanes, which are an important 
class of heterocycles. These compounds are usually 

Figure 3. (a) Competition between intramolecular [3 + 2] and [4 + 3] cycloaddition pathways of epoxy and aziridinyl enolsilanes; (b) temperature 
effect on diastereoselectivity of nucleophilic substitution; (c) conjugated bases of N3- and N1-ethylation reaction of oxo-dihydroquinoline-carboxamide; 
(d) α-regioselectivity of hetero-Diels-Alder reactions. Energy values reported in kcal mol–1.
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synthesized by the Prins cyclization reaction, in a classical 
reaction mechanism which are reported as passing through 
carbocationic structures. However, previous computational 
studies pointed out that those ionic intermediates might not 
be found on the minimum energy path, and that hemiacetal 
intermediates are more stable under acid catalysis.108 
Thus, Fiorot explored a Prins-like reaction to 1,3-dioxanes 
synthesis in aqueous media, with benzenamine and 
acetaldehyde (1:3) as starting material. The target reaction 
is environmentally friendly (no catalyst) and was reported 
with high yields (85%). They employed the DFT ωB97X-
D/6-311++G(d,p) method with microsolvation approach 
(implicit + explicit solvation) to simulate water as solvent. 
Metropolis Monte Carlo calculations were carried out 
aiming to assess the first solvation shell (3-5 explicit water 
molecules) in key intermediates with charged species and 
prototropism processes. According to their evaluations, 
the first step is the enamine formation, which is less stable 
than the initial complex (ΔH = 8.8 kcal mol−1) and is formed 
with low activation energy (rds ΔH‡  =  8.8  kcal  mol−1) 
(Figure 4b, step i). Next, the nucleophilic attack on a second 
acetaldehyde (rds ΔH‡ = 12.2 kcal mol−1) can form two 
final products, in neutral and zwitterion forms (Figure 4b, 
step ii). The equilibrium is shifted to the neutral form, 
which is more stable by 13.5 kcal mol−1. Despite that, the 
authors explored the complete reaction mechanism starting 
from both structures. According to their evaluations, 
the ionic pathway is kinetically and thermodynamically 
unfavorable, while the non-ionic path has small energy 
barriers and passes by a hemiacetal intermediate (as 
reported previously for catalyzed cyclization.108 Such a 
path is made possible by the interactions with the explicit 
solvent, which enables prototropism processes throughout 
the reaction. The same reaction profile was identified for 
others amines, such as p-nitroaniline, p-methoxyaniline 
and methylamine. The authors also provided theoretical 
kinetic isotope effect (KIE) to be used as a reference data 
for further experiments.107

In cases of competitive mechanisms, the number of 
simulated solvent molecules may favor one mechanism 
over the other, specifically in competitive paths, such 
as bimolecular nucleophilic substitution (SN2) and 
base-induced bimolecular elimination (E2). The 
SN2 versus E2 competition was computationally explored 
by Hansen et al.103 They selected a representative reaction, 
with fluoride (F−) as nucleophile and ethyl chloride 
(CH3CH2Cl) as substrate, aiming to identify the influence 
of progressive explicit solvation (Sn, n = 0-3 explicit solvent 
molecules). To do so, the DFT ZORA-OLYP/QZ4P level 
was employed and the implicit solvation (bulk solvent 
effect) was simulated with the COSMO model. Nonpolar 

aprotic (CH2Cl2) and polar protic (H2O) solvents were 
select to represent realistic solvation extremes. According 
to their results, the increase in the number (n) of the 
explicit solvent molecules promotes the increase of the 
energy barrier. This is due to the reduction in intrinsic 
nucleophilicity and protophilicity of the fluoride ion 
under solvation. The E2 mechanism was calculated as 
the preferred path in most cases (weaker solvation), with 
ΔΔG‡ = −7.1 to −2.0 kcal mol−1 (compared to SN2). Only 
for strong solvation, i.e., (H2O)3, the SN2 is favored, with 
a small energy barrier compared to E2, with ΔΔG‡ = −2.2 
and –3.8 kcal mol−1, with and without implicit solvation, 
respectively (Figure 4c). To fully elucidate the solvation 
effect, they employed the activation strain model and 
energy decomposition analysis. They identified that the E2 

Figure 4. (a) Media influence on α/β isomerization of lapachones; 
(b) key intermediates for Prins cyclization and 1,3-dioxanes synthesis; 
(c) SN2/E2 products depending on the solvent media. Energy values 
reported in kcal mol–1.
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pathway has a higher distortive character than SN2, once 
in this pathway, two bonds are broken in the substrate. 
On the other hand, solvation has an effect on fluoride 
stabilization, reducing its basicity. Thus, when we use 
strong solvation, the basicity is highly reduced and the 
substrate-nucleophile interaction is compromised. As the 
E2 mechanism is already disadvantaged by distortion, the 
reduction of basicity in strong solvation becomes an extra 
destabilizing factor, causing the energy barrier to increase 
compared to SN2 in that media.103 This SN2/E2 competition 
was also explored by Lisboa and Pliego109 for complex 
microsolvated environments, such as tert-butanol explicit 
molecules.

3. Support to the Chemistry of Natural 
Products and Biochemical Transformations

Natural products are secondary metabolites structurally 
diverse substances displaying unique properties, inspiring 
academic and industrial synthetic chemists to produce 
compounds with a wide range of applications over 
the years.10,110 Following this standpoint, the growing 
possibility of substrates, catalysts, and reaction pathways 
associated with the demand for more efficient and 
environmentally friendly methods reached a point 
where it is impractical to carry out researches limited to 
experimental approaches.111-113 In this section, we highlight 
some of the chemistry of natural products computationally 
aided in which the assessment of reaction mechanisms 
helped to solve experimental issues.

The structure elucidation is one of the biggest issues 
to natural product chemistry. Although the advent 
of modern spectroscopic techniques made this task 
easier, for some complex frameworks where different 
stereoisomers are possible, the structure determination 
remains challenging. In this sense, several works report 
the structure reassignment of natural products.114,115 
The simulation of spectroscopic properties and reaction 
pathways has revolutionized the area.116 In 2020, our 
research group117 carried out computational simulations 
to investigate Pettus and co‑workers118 hypothesis that the 
helianane family, a class of natural products with anticancer 
activity, would have its structure originally misassigned 
in 1997 by Harrison and Crews.119 These substances are 
extracted from the marine sponge Haliclona fascigera. 
In this study, employing molecular modeling techniques 
is a particularly useful strategy since these compounds 
are rare and difficult to obtain. The calculation outcomes 
corroborated with Pettu  and  co‑workers118 hypothesis. 
Their 13C NMR theoretical analyses pointed out a similarity 
between the spectrum of the isolated compound and 

synthetic curcudiol, another natural product. Hence, they 
simulated the most plausible biosynthetic route starting from 
curcuphenol, trying to reach curcudiol and helianane. For the 
mechanism investigation, they employed the DFT level with 
the ωB97X-D functional combined with the 6-31++G(d,p) 
basis set. To simulate the aqueous media, the effects of water 
in the stabilization of the ionic intermediates were accounted 
for by explicit microsovation with three water molecules. The 
computations showed that curcudiol is thermodynamically 
preferable over helianane, being 8 kcal mol–1 more stable 
(Figure 5a).117 Thus, although it is not possible to fully 
confirm the hypothesis without reisolating the compounds, 
the computational work strongly supported it. 

Czajkowska-Szczykowska and co-workers120 studied 
alkaloids with several potential pharmacological 
activities from the genus as Solanum, used as diuretic, 
antispermatogenic, antiandrogenic and antifungal. 
Interestingly, some Solanum steroidal alkaloids, e.g., 
solasodine, have a spiro unity, usually challenging to 
synthesize in a laboratory. They revised the structure of 
the N,O-diacetylated solasodine derivative after detecting 
an unusual epimerization (22R → 22S) at the spiro atom 
(Figure 5b) by X-ray diffraction analysis. The authors 
explored possible reaction pathways related to the inversion 
of configuration at the spiro carbon (acetylation and 
deacetylation of solasodine) at the ωB97X‑D/6‑31G(d,p) 
level. According to their results, the rds for the epimerization 
is the C−C bond rotation (Figure 5b, step iii), which needs 
ca. 16 kcal mol−1. The ring-closing step iv occurs almost 
barrierless, leading to the 22S product. In basic medium, 
the inverse reaction is favored (return to 22R form) since 
there can be deacetylation from the absorption of the acetyl 
moiety by a strong base (e.g., BuO–). The deacetylation path 
has a similar intermediates and energy profile, with a C−C 
rotation energy barrier also around 16 kcal mol−1. As the 
barrier heights of the inverse and direct paths are similar, 
the species establish an equilibrium in a basic medium.120

Lei et al.121 investigated dyotropic rearrangement of 
β-lactones to form α-methylene-γ-butyrolactones (MBL), 
that represent a family of over 5000 natural products. They 
evaluated the reaction for 75 α-methylene-β-lactones in 
a previously optimized reaction condition (Lewis acid: 
EtAlCl2, solvent: Et2O). According to their experimental 
results, the substrate structure strongly influences the 
rearranged product. For R1 = H, a migration of hydrogen 
occurs, forming the BML (5,5-dialkyl-substituted) product 
with high yields (60-86%). However, R1 = aryl forms 
the 4,5-diaryl substituted MBL with most yields around 
90%. Figure 5c shows the two products as a function of 
the substituents. They explored the reaction mechanism 
employing DFT, using the PWPB95-D3/def2-QZVPP//
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PBE0-D3/def-TZVP method and SMD implicit solvation 
model in Et2O media. Their simulations showed that 
hydrogen migrates concertedly with the ring expansion 
to form the BML with activation free energy of about 
23  kcal mol−1. On the other hand, the aryl-migration 
favors the stepwise pathway passing through a stabilized 
phenonium ion intermediate to form the MBL products: the 
ring opening (denoted by the step i in the TS of Figure 5c) 
precedes the R1 migration (Figure 5c, TS, step ii). The 
stepwise pathway is feasible for these cases because of the 
ability of the substituent to stabilize the ionic intermediate 
and active participation of Lewis acid EtAlCl2.121

Natural products could also be used as a source 
of greener catalysts to assist the synthesis of organic 
compounds. Terra et al.122 employed natural organic acids 
(NOAs) as catalysts in the green synthesis of xanthenones 
through a one-pot tricomponent protocol under solvent-
free conditions from aldehydes, cyclic 1,3-dicarbonyl and 
phenolic compounds. The xanthenones comprise a class 
of oxygenated heterocycles present in several bioactive 
compounds (antiviral, anti-microbial, and anti-proliferative 
activities, to cite some),123-126 usually synthesized by 
non-environmental-friendly methods (see the work of 
Terra et al. 122 for an extensive list of examples). Aiming 
to develop a green protocol to produce this important 
moiety, the authors resorted to the NOAs, biodegradable 
metabolites found in many organisms.127,128 Terra et al.122 
performed an unprecedented computational assessment 
of the probable mechanism that convert their reagents 
(dimedone, β-naphthol, and benzaldehyde derivatives) 
into xanthenones to rationalize the role of the NOAs 
as catalysts and regioselectivity aspects of this reaction 
(Figure 5d). By HF/6-31G(d) and LC-ωPBE/6‑311++G(d,p) 
calculations, the authors proposed that the regioselectivity 
is thermodynamically- and kinetically-controlled in the 
nucleophilic addition of the carbon 2 (not the carbon 10) of 
β-naphthol to the carbonyl of the benzaldehydes protonated 
by the NOAs. The simulated reaction pathway to the 
C2•••C=O bond formation (pathway a) has a lower free 
energy barrier (ΔΔG‡ = 8.7 kcal mol–1) and yields a more 
stable precursor (Int) that precedes the formation of the final 
xanthenone (ΔΔG = 10.1 kcal mol–1) than the simulated for 
the regio-divergent pathway b (C10•••C=O).122

The asymmetric total synthesis of natural products has 
always been a hard task. Computational chemistry can 
provide information regarding the energetic and structural 
features of biosynthetic transformations that might be 
useful in the synthetic lab. In this context, Nakajima et al.129 
employed DFT calculations to simulate biosynthesis of 
several resveratrol dimers, natural products extracted 
from grapes with chiral complex structures and several 

pharmacological activities (anticancer, antioxidant, agents 
against cardiopathies). By using the ωB97X-D/6-31 G(d,p) 
method, with water as solvent (SMD), chosen after a 
benchmark evaluation performed with other functionals 
and using ab initio calculations as a reference, the authors 
identified inconsistencies in the current mechanistic 
proposal for the formation of the key intermediates 
vaticahainol A and B. This, in turn, foreseen amendments 
in their chemical structures. As outcome, the authors 
established synthetic route to achieve key intermediates to 
the formation of resveratrol dimers, in addition of supplying 
new insights into the biosynthetic pathways.129

Carotenoids are important components of the cosmetic, 
nutritional, and pharmaceutical industries.130 Carotenoids 
derivatives, such as astaxanthin, can be extracted from 
microalgae. The commercial synthetic product is a 
mixture of enantiomers and meso compounds. However, 
the mixture is not approved for medical purposes, only 
pure (3R,3’S)-astaxanthin can be used as an antioxidant, 
anti-inflammatory, antitumor, antihypertensive and 
antidiabetic. An efficient synthetic methodology to obtain 
pure astaxanthin (76% yield) has been reported, which 
pass through the intermediate meso-zeaxanthin (95% 
yield). To understand the isomerization and oxidation 
process and their stereochemical aspects (Figure 6a), 
simulations at the M06-L/6-311+G(2d)//M06-L/6-31G(d) 
level were conducted, including the PCM implicit solvation 
model with n-butanol as solvent. The DFT simulations 
computed an activation enthalpy around 18 kcal mol−1 
for the base-induced isomerization process between the 
(3R,3’R,6’R)‑lutein and the (3R,3’S)-zeaxanthin, which 
would proceed via a deprotonation at C-6’ followed by a 
protonation at C-4’. This low activation energy suggests 
that the proposed mechanism for the isomerization is 
reasonable. For the final oxidation conversion of zeaxanthin 
into (3R,3’S)-astaxanthin, the authors observed that upon 
UV irradiation (365 nm) the yield increased by 8%, which 
suggested a free radical mechanism for the oxidation. To 
assess the thermodynamic viability of this mechanistic 
proposal, the authors performed open shell calculations 
considering the involvement of free radicals, such as OH• 
and I•, along the reaction course. The outcomes point that 
all steps are exergonic by more than 3 kcal mol–1, indicating 
that the radical mechanism is feasible.130

Previously used in Chinese folk medicine with 
antiproliferative and anti-inflammatory potentials, 
Physalis  minima L. is source of compounds such as 
physalins (C28‑steroids) with wide range of pharmacological 
properties, used for treating colds, fever, sore throats 
and asthma.131 Wu et al.131 explored the tautomerization 
mechanism of physalin compounds through DFT 
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calculations and isotopic labeling experiments. They 
employed the M06-2X/6-31+G(d,p) method and implicit/
explicit microsolvation (SMD model/one water molecule). 
The tautomerization occurs via an oxa-Michael addition-
proton transfer cascade, in which the rate-determining step 
(rds) is an intramolecular addition step with activation free 
energy of 26.6 kcal mol−1 (Figure 6b). As these reactions 
occurs in water medium, the proper simulation of the 
solvent molecules, i.e., explicit microsolvation approach, 
is fundamental to the correct description of the process.131

Zhang et al.132 studied the biotransformation of 
macrolactones through cycloaddition reaction catalyzed 
by enzymes. The target, in this case, was the synthesis of 
streptomycin, a marine-derived macrocyclic polyketide that 
is used as an antibiotic usually employed for the treatment 
of tuberculosis, obtained through [6 + 4]-cycloadditions. 

The goals were to understand the complexity of the 
transition states of the concerted pericyclic reactions 
that were proposed in the biosynthetic pathway. 
Using the CPCM(water)-M06-2X/6-311+G(d,p)//
B3LYP‑D3/6‑31G(d) computational method, they 
observed an ambimodal character in the enzyme-catalyzed 
transition state for both cycloadditions, [6 + 4] and [4 + 2], 
without distinguishing between the exo and the endo 
stabilization energies. According to the simulated kinetic 
data, once the [6 + 4] product (Figure 6c,  i) is formed, 
with ca.  23  kcal  mol−1 activation Gibbs free energy, it 
rearranges to the [4 + 2] product (Figure 6c, ii) passing 
through a barrier of ca. 5 kcal mol−1. Alternatively, they 
identified that this product can be biosynthesized in minor 
proportion passing by the same 23 kcal mol−1 transition 
state. In addition, the thermodynamic difference between 

Figure 5. (a) Revision of helianane structure against the biosynthetic pathway; (b) epimerization of solasodine during the acetylation; (c) dyotropic 
rearrangement of α-methylene-β-lactones to form MBL. Reported energies (ΔG/ΔH); (d) regioselective formation of xanthenones catalyzed by natural 
organic acids (NOAs). Energy values reported in kcal mol–1.
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the [6 + 4] and [4 + 2] products is around 7 kcal mol–1 in 
favor of the former, with a modest energy preference for 
the endo mechanism.132

4. Support to Systems with Environmental 
Interest

For decades, the scientific community has shown that 
anthropogenic actions affect the environment and has 
been warning that containment measures should be taken 
to stop the climate changes.133 The increasing industrial 
development promotes the corresponding high capacity of 
environmental pollution, leading to a continuous demand 
to deal with pollutants tossed into nature.134 The global 
population is in constant increase, requiring high demand 
for energy consumption. The primary global energy source 
comes from fossil fuel burning, which resulted in the rising 
emission of global greenhouse gases (GHG). According to 
the Intergovernmental Panel on Climate Change (IPCC) 
Sixth Assessment Report, even following the Nationally 
Determined Contributions (NDC) recommendations 
regarding the emission reduction of GHG, it is still 
impossible to limit the global warming increase to 1.5 ºC 
until 2030.135,136 Thus, the interest in studying environmental 
systems, beyond repairing anthropogenic impacts but 
preventing them, increases day by day. In this section, we 
show several examples that explore reaction mechanisms 
by computational chemistry to aid environmental issues, 
such as pollutant gases capture and valorization, pollutants 
degradation, and energy generation. 

The CO2 emitted to the atmosphere by anthropogenic 
sources is one of the major causes to the global warming 

acceleration.135 In the last years, the United States, China, 
and the European Union continued to dominate the global 
fossil CO2 emissions, contributing to over 50% of global 
fossil CO2 emissions.133 Much research has been devoted to 
the design of efficient and sustainable protocols to diminish 
CO2 emissions.137 One way to evaluate the feasibility for the 
CO2 capture and valorization is the simulation of reaction 
mechanisms by molecular modeling.

One of the most widely used strategy to attenuate the 
negative impact of CO2 emissions is the post-combustion 
absorption processes. According to Saeed et al.,138 in the 
industrial context, aqueous solutions of alkanolamines are 
the most frequent system to capture CO2, leading to the 
production of different compounds, such as carbamates 
and carbonates, depending on the structural features of 
the employed alkanolamines. The main representative 
alkanolamine is monoethanolamine, MEA, due to its ability 
to remove large volumes of CO2, high and fast absorption 
rate, and low cost.138 The products formed after reacting 
alkanolamines with CO2 depends on the structure of the 
absorbent. MEA produces mainly carbamates in aqueous 
solution,139 while N,N-disubstituted alkanolamines (tertiary 
alkanolamines) yield inorganic bicarbonate/carbonate 
alkanolammonium salts.137

dos Santos et al.139 investigated the alkanolamine-
promoted CO2 capture by means of the DFT CAM-
B3LYP/6–311++G(2d,2p) method to rationalize how the 
absorbent system determines the formed products. This 
method was selected after a comprehensive benchmarking 
study performed by the same group and has been 
successfully applied to model the CO2 capture by different 
hydroxyl and amine-functionalized substances.140 The 

Figure 6. (a) Isomerization and oxidation processes in the synthesis of astaxanthin; (b) tautomerization of physalins based on oxa-Michael addition; 
(c) ambimodal mechanism in cycloaddition of 1,3-diaminocyclohexanetriol. Energy values reported in kcal mol–1.
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authors identified by means of 13C NMR and Fourier 
transform infrared (FTIR) spectroscopies that alkanolamine 
dimers, present in nonpolar solvent and in pure samples, 
drive the reaction with CO2 towards the unexpected 
carbonate formation (Figure 7a, pathway i). However, 
in 30% (v/v) aqueous solution, carbamates are formed 
(Figure  7a, pathway ii). Computational analysis of the 
reaction pathways leading to both products indicate that in 
aqueous media, the alkanolamines react as monomers with 
CO2, to form the most stable product, carbamate, releasing 
enthalpy of 6.8 kcal mol−1. The alternative pathway, 
formation of carbonates is less exothermic (releasing 
2.9 kcal mol−1). In contrast, in nonpolar solvents or pure 
samples, the alkanolamines react as dimers with CO2 to 
produce zwitterionic carbonates with relative enthalpy 
of –12.7 kcal mol−1, instead of forming carbamates (with 
relative enthalpy of −5.0 kcal mol−1).139

Although being the industrially more used absorbents, 
the CO2 capture promoted by aqueous solutions of 
alkanolamines have several drawbacks, such as formation 
of thermally stable salts, high energy demands to amine 
regeneration and water consumption.141 On the other 
hand, using nonpolar solvents or pure alkanolamines are 
environmentally unattractive. Driving the reaction towards 
carbonates formation instead of carbamates as product 
requires less energy in the absorbent regeneration step. 
Hence, the design of new absorbents that lead to carbonate 
formation is appealing. Although the alcohol function is 
not nucleophilic enough to react with CO2, bases could 
activate the hydroxyl group by hydrogen bonding, making 
it more reactive towards carbon dioxide.142,143 Motivated 
by this hypothesis, Furtado et al.144 combined theoretical 
and experimental methods to propose ecofriendly and 
efficient systems to capture CO2 forming carbonates. 
Guided by DFT simulations with the IEFPCM(water)-
CAM‑B3LYP/6‑311++G(2d,2p) method, the authors 
assessed the energetic feasibility of employing different 
bases with glycerol in the carbonate formation route. The 
choice for glycerol is attractive, since it is a low cost, 
biodegradable, eco-friendly, non-toxic and thermally stable 
solvent. In addition, it is a massive by-product obtained 
from the biodiesel production process, corresponding to 
10-20% of the total volume of biodiesel produced.145 The 
simulations indicate that bases of intermediate strength, 
in the presence of CO2, can activate glycerol, favoring the 
formation of the organic carbonate with relative energies 
in the range of –1.6 to –10 kcal mol–1 with respect to the 
reactants instead of the unwanted carbamates, whose 
process releases less energy. Figure 7b illustrates both 
processes. By molecular modeling, the authors were able 
to suggest that the activation mode of glycerol occurs by 

intermolecular hydrogen bonds between primary hydroxyl 
groups of glycerol and the base, confirmed by both 
interaction enthalpy (–6.2 kcal mol−1) and by the donor 
acceptor distance (1.8 Å), increasing its nucleophilicity, and 
thereby favoring CO2 capture. Further FTIR and 13C NMR 
spectroscopies experiments confirmed their expectations, 
characterizing carbonates as the main products under these 
conditions.144

The examples discussed above show mechanisms 
for capturing CO2, which is one of the carbon capture, 
utilization and storage (CCUS) technologies, that get 
together strategies to capture more than 95% of the CO2 
emitted in industrial processes.146 An important pillar of 
CCUS is the CO2 utilization processes, in which the captured 
gas is used as a starting material for a valuable molecule 
of technological interest.147 CO2 is useful in the laboratory 
and industrial synthesis, once it represents a cheap and 
abundant C1-building block and can be converted into a 
series of compounds, such as formic acid, formaldehyde, 
urea and organic carbonates.148 The last one is an important 
class in organic chemistry, being widely used in industry 
(battery and fuels) and in synthetic processes (solvent and 
starting material).148-150 de Andrade et al.151 investigated the 
reaction mechanism of CO2 conversion into the simplest 
organic carbonate: dimethyl carbonate (DMC). They 
explored the gas capture by methanol catalyzed by tin oxide 
[Me2SnO]2. The CAM-B3LYP/def2-SVP DFT method 
was employed together with IEFPCM implicit solvation to 
simulate the methanol media. The DMC formation passes 
through three main stages: (i) methanol activation, (ii) CO2 
capture, and (iii) DMC formation (Figure 7c). In the first 
step, the catalyst [(Me)2SnO]2 1 activates the methanol 
and forms the effective capture agent [(Me)2Sn(OMe)2]2 2,  
in an exothermic processes with low activation energy 
(ΔH‡  <  9  kcal mol–1). Next, two CO2 molecules are 
captured by the oxide dimer with energy barriers around 
5 kcal mol–1 and releasing ca. 13 kcal mol–1, forming the 
key intermediate tin carbonate 3. As the key intermediate 
is a dimer, the authors expected the formation of two DMC 
molecules per carbonate site. They identified the formation 
only of the first DMC by intramolecular processes 
(rds  ΔH‡  = 25.7 kcal mol–1). The final DMC molecule 
arises from the hemicarbonate (4) dimerization, assisted 
by one methanol molecule, with a simulated high energy 
barrier (about 30 kcal mol–1). This mechanistic proposal 
agrees with structure characterization experiments that 
identified the existence of the tin compounds 4 and 5.152,153 
Despite the complete DMC formation, the initial catalyst, 
(Me)2Sn(OMe)2, is not regenerated in the system. Instead, the 
final organotin compound is (Me)2OH(Sn)OOMe(Sn)(Me)2  
dimer 5.151 These computational results agreed with 
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experimental identification that DMC formation from tin 
carbonate intermediate is a thermolysis step, that is, needs 
high energy (as calculated by de Andrade et al.151).154

The global energy supply, as well as CO2 emission 
into the atmosphere, consists largely in fossil fuel 
burning, with petroleum being the most utilized source. 
When extracted from the reservoir, the crude oil contains 
sulfur and nitrogen compounds, considered impurities, 
granting the oil undesired characteristics.155 Sulfur, after 
carbon and hydrogen, is the most abundant element in 
petroleum. The removal of sulfur compounds usually 
occurs in hydrodesulfurization (HDS) processes during 
the refinement of petroleum, which produces hydrogen 
sulfur (H2S). This is an acid colorless gas and stands as 
one of the main problems related to the petroleum industry, 
because of its alarming toxicity, corrosiveness, pollutant 
character, and fouling activity. Thus, many H2S scavengers 
have been developed to extend the lifetime of installations 
and guarantee better safety and health conditions to the 
workers.156-158 The class of hexahydro-1,3,5-triazines stand 
out as one of the most frequent non-regenerative scavengers, 
because of its favorable kinetic profile. They quickly react 
with H2S, reducing the concentrations from 100 ppm down 
to 5 ppm. The most representative hexahydro-1,3,5-triazines 
is the 1,3,5-tris(2-hydroxyethyl)hexahydro-s-triazine, HET, 
due to its remarkable biodegradability, low toxicity and high 
water-solubility.157 Despite of being widely employed by 
the petroleum industry, until recently,159 there was a lack of 
information regarding the supposed SN2 mechanism and its 
thermodynamic and kinetic profile. In their pioneer work, 
Fiorot and Carneiro159 explored the reaction pathway for 
H2S scavenge by the triazine, by means of computational 
chemistry at the CAM‑B3LYP/6-311++G(2d,2p) level 
to explain the unexpected stoichiometric ratio of 2:1 
(H2S:HET), even though the 3:1 ratio might be supposed, 
since three reactant sites are available to react with H2S. 
The calculations suggested that for the first H2S equivalent 
scavenged, the mechanism follows preferentially a 
SN1 pathway, since the energy to form the carbocation 
(ΔH = 14.6 kcal mol–1) is lower than the energy barrier for 
the respective SN2 concerted TS (ΔH‡ = 18.3 kcal mol–1). For 
the second equivalent of H2S, the SN1 and SN2 pathways are 
competitive, as the energy required to form the carbocation 
(SN1) is almost the same as that required to overcome the 
barrier height concerning the SN2 pathway (ca. 20 kcal mol–1 
in terms of enthalpy). The capture of the third equivalent 
of H2S is prohibitive due to kinetic reasons, since the 
energy barrier associated with the process is approximately 
40 kcal mol–1. The authors correlated the energy barrier 
values with the nature of the electrophilic carbon: when 
it is bonded to two nitrogen atoms (electrophilic carbon 

indicated with the red index a in Figure 7d), the barrier 
is lower than 24 kcal mol–1, thus the process is feasible at 
the conditions at which the H2S is scavenged. However, 
when a sulfur atom is bonded to the electrophilic carbon 
(indicated by the index b, Figure 7d), the barrier increases 
to ca.  40  kcal mol–1, impeding the reaction to occur.159 
With these results, the authors justified why hexahydro-
1,3,5-triazines are able to capture only two equivalents of 
H2S, and not three, as might be supposed on the bases of 
the number of nitrogen atom in the triazine molecule.159

Environmental pollution and energy demand has 
continuously increased over the past century. Photocatalysis 
shows high efficiency, non-secondary pollution and low 
energy consumption. For those reasons, photocatalysis is a 
sustainable strategy to address environmental pollution and 
degrading organic pollutants.160,161 Graphitic carbon nitride 
(g-C3N4) has become an attractive organic semiconductor 
in photocatalysis because of its thermal and chemical 
stability, suitable optical band gap (approx. 2.7  eV), 
low cost and ecofriendly character. However, g-C3N4 
shows inferior mobility of photoexcited charge carriers, 
as well as poor specific surface area, leading to inferior 
photocatalytic activity. Hence, several studies162,163 have 
shown that heteroatoms doping enhances the photocatalytic 
performance of g-C3N4.

Zhang et al.161 employed the DFT Vienna ab initio 
Simulation Package (VASP) to investigate the mechanism of 
enhanced photodegradation of toxic organic pollutants and 
to explore optimal oxygen-doping positions. They replaced 
the N atoms by O atoms in the g-C3N4 and compared their 
formation energies, assuming that lower values correspond 
to better doping positions. The calculations revealed a 
formation energy value of –2.66 eV at both N1’ and N4’ 
sites. DFT calculations combined with experimental data 
have shown that O-doping leads to an effective charge 
transfer and separation of dual-oxygen-doped porous g-C3N4 

(OPCN) by forming conjugate systems of surface e– and 
h+ (the resulting system after the radiation), under visible 
light irradiation, that benefited its interfacial contact with 
organic pollutants and adsorbed O2. Thus, the authors stated 
that doping nonmetallic elements of g-C3N4 with stronger 
electronegativity than carbon provides a hopeful approach 
for highly effective nonmetal photocatalysts production.161

Besides of using electromagnetic radiation to decompose 
organic pollutants in photodegradation processes as 
just exemplified, the light, by being the cleanest energy 
source, is an attractive alternative to diminish fossil fuel 
consumption (currently over than 11.000 MtOE per year).164 
Molecular solar thermal energy storage (MOST) emerged 
as a promising technology to convert and store light into 
thermal energy by means of molecular photoswitches.  
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These compounds undergo reversible photoinducted 
modifications, such as isomerization, by absorbing and storing 
solar energy to release it as heat on demand.164 Examples 
of interesting molecular systems are the azobenzenes 
(AZO), that, according to Kolpak  and  Grossman,165 
undertake an E-Z isomerization in the presence of 
irradiation, storing ΔH  =  1.55  eV  per  azobenzene163 
(Figure 8a), and norbornadienes (NBD) that undergoes 
a [2  +  2] cycloaddition to form quadricyclanes (QC) 
(Figure 8b).164,166

Wang et al.167 assessed the macroscopic heat release 
in a system constituted by a switchable norbornadiene 
(NBD)-quadricyclane (QC) couple (Figure 8b), referred 
as a promising candidate for MOST applications. For 
the photoisomerization process (a [2 + 2]-cycloaddition 
reaction), they identified a quantum yield of 61% to 
convert the NBD into the metastable QC form, indicating 
that most of the absorbed photons are involved in the 
photoconversion. For a system to work as a MOST, the 
metastable form obtained after the photoabsorption should 
have a long half-life time (t1/2). In this case, they calculated 
a long half-time life of 30 days at 25 °C, demonstrating 
to be stable under ambient conditions. To trigger the heat 

release, they evaluated the QC→NBD back-conversion 
catalyzed by a cobalt phthalocyanine physisorbed on an 
activated carbon support (CoPc@C). The authors showed 
by differential scanning calorimetry (DSC) experiments 
that for a solution of 1.5 M of QC1, the temperature rapidly 
rises (ΔT  =  63.4  °C) in only 2.5 min, corresponding to 
a ΔHstorage

 =  21.2 kcal mol–1, highlighting the efficiency 
of heat release over a short time. To understand this 
rapid heat release at a molecular level, the authors 
carried out simulations at the M06/6-31+G* level for 
the CoPc@C‑catalyzed QC conversion into NBD. They 
assessed different pathways, since QC has four C–C labile 
bonds able to the oxidative addition to the metal center of 
CoPc@C (Figure 8b). The substituents (p-methoxyphenyl 
and cyano) control the order of which C–C bond adds to 
the Co and, thus, the barrier height values, mostly because 
of positive-charge stabilization. These computational 
outcomes are consistent to two important experimental 
observations: (i) the energy difference between the NBD 
and QC, –19.9 kcal mol–1 (corresponding to a temperature 
elevation of ∆T = 61.7 °C), is in good agreement with the 
experimental value of 63.4 °C considering the limit of the 
DSC equipment; (ii) the computed low energy barriers for 

Figure 7. (a) Reaction scheme for CO2 absorption by alkanolamine dimers (i) and monomers (ii); (b) CO2 capture by the system glycerol-base and product 
formation highlights; (c) relevant steps for CO2 conversion into DMC promoted by methanol and tin oxide. The structures represent only one unit of the 
dimer; (d) H2S scavenging activity of hexahydro-1,3,5-triazines.
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the preferred reaction pathway (approx. 12 kcal mol–1) is 
compatible with the rapid heat release in the QC→NBD 
back-conversion.167

Another molecular system based on the NBD-QC 
couple is the biclyclooctadienes (BODs) - tetracyclooctanes 
(TCOs), which has its MOST properties less explored. 
Although TCO has promising energy storage capacity, its 
rapid retro-conversion to BOD through thermal activation 
processes causes it to have a short half-life time. Besides 
that, the BOD synthesis is not a trivial task, once this 
compound is degraded under high temperatures via a retro-
Diels-Alder process (Figure 8c, RDA).66 Quant  et  al.168 

overcame such limitations from the experimental-

computational combination in the evaluation of this 
system for the MOST applications. They identified an 
alternative synthetic method for the Diels‑Alder reaction 
using cross-coupling reactions, avoiding its thermal 
degradation, while the TCO half-life time was optimized 
from the inclusion of electron density donor substituents. 
From computational perspective, they employed the 
DFT M06‑2X/6-311++G(d,p) level of theory to assess the 
energy storage and the reaction barriers for the BOD→TCO 
conversion. For all the BOD-TCO systems, the calculated 
storage energies ranged from 34 to 37 kcal mol−1, being 
49-76% higher than the NBD-QC couple. Besides the 
target reaction (BOD→TCO), the authors also evaluated 
the competitive product of BOD degradation from the 
retro-Diels-Alder process. From the design of several 
substituents at the R1 and R2 positions, they identified that 
the substituent by R1 = COOEt and R2 = p-PhOMe favors 
the TCO pathway rather than the RDA competitive product 
by ΔΔG‡ = 9 kcal mol−1. Even the DFT evaluations pointed 
out that only for that combination there is no formation of 
RDA. Experimental evaluation of BOD thermal stability 
(75 °C, 1 h) showed by NMR analysis that there is no 
degradation for all systems. The authors ascribed that to 
limitations associated with the level of theory (M06-2X).168

5. Final Remarks

With the advent of the computational chemistry 
and continuous software and hardware development, 
the exploration of chemical transformations and their 
mechanisms by molecular simulations turned to be a 
common task. Nowadays, this is a well-established area 
in chemistry and one of its main pillars, alongside with 
synthesis and spectroscopy. Scientific communities 
from different areas have been taking advantage of these 
technologies to computationally-aid their matters, whether 
by designing chemical processes and predicting important 
properties or by rationalizing some intriguing experimental 
observation. In this perspective, we highlighted some 
important applications of how molecular simulations can 
be useful to tackle issues from organic synthesis, natural 
products chemistry and systems of environmental interest. 
We selected some examples that show successful interplay 
between theory and experiment, bringing some of our 
particular experience. 

Herein, we showed that the computational support help 
understanding the selectivity (stereo-, regio-, or chemo-) of 
a given reaction, computing kinetics and thermodynamics 
descriptors of the processes and mapping the reaction 
mechanism for different species. In particular, the use of 
explicit solvation (microsolvation), usually together with 

Figure 8. (a) E-Z isomerization of azobenzenes (AZO) compounds in 
presence of irradiation; (b) relevant stationary points of catalytic (CoPc) 
conversion of QC to initial compound NBD; (c) possibility of BOD 
conversion to TCO (energy storage and MOST applicability) and RDA 
(thermal degradation via retro-Diels-Alder reaction). Energy values 
reported in kcal mol–1.
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an implicit model (hybrid method) provides significant 
results on the effect of the solvent on the reaction medium. 
The theory-experiment synergy has also proved to be 
essential in advancing research in the chemistry of natural 
products and environmental issues, making it possible to 
assist in the mitigation of anthropogenic impacts. Several 
tools have been developed, which open the fields to further 
and deeper exploration, including machine learning, 
data augmentation, and automation. Although we are 
experiencing a fast development of computers and methods 
to approach physical and chemical problems, there are 
some bottlenecks associated mainly with the computational 
resource limitation. This makes the development of more 
efficient simulation technologies a constantly growing 
field, with the great ambition of more complex molecular 
modeling research, such as the exploration of reaction 
mechanisms in several stages, enzyme design, and new 
synthetic methodologies.169
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