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Molecular modeling soon attracted the attention of Medicinal Chemistry researchers, given 
the importance of molecular structure for understanding the mode of action and for designing 
bioactive compounds. Computer-assisted drug design (CADD) has become widespread and today 
big pharmaceutical companies routinely uses it as a support tool in the search for new drugs. Here, 
it will be addressed the most relevant topics about CADD from the last 30 years, when research 
groups in Medicinal Chemistry began to explore molecular modeling in Brazil. This history can 
be described through phases in which some methods emerged and became predominant, in a 
continuous evolution, passing, for example, from the basic empirical field and quantum mechanics 
molecular modeling procedures, through quantitative structure-activity relationship (QSAR) 
methods, molecular docking and, more recently, virtual screening. Since the mid-2000s, machine 
learning methods have been increasingly applied to the solution of problems in the context of 
Medicinal Chemistry, such as the determination of protein 3D structure and the characterization of 
relationships between chemical structures and their biological activities. Far from being complete, 
this history continues its evolution, bringing significant contributions to the drug design, either 
by reducing the time and cost of research, or by enabling and accelerating the finding for new 
bioactive compounds.
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1. Introduction

The use of molecular models has a long history in 
chemistry. The difficulty to access molecular structures 
experimentally was one of the main reasons for this, but 
even when experimental data on molecular structures began 
to become available in greater quantities, the interpretation 
of these data frequently needed molecular models. This was 
the case when, based on crystallography results obtained by 
Rosalind Franklin, Watson and Crick,1 in 1953, proposed 
a model for deoxyribonucleic acid (DNA) for which they, 
together with Wilkins, received the Nobel Prize in 1962.1 
It was in fact a physical model constructed manually by 
them, which obviously is not a practical way to routinely 

explore molecular models. It was the introduction of 
computational methods based on sound theoretical models, 
molecular graphics, and computers capable of exploring 
them efficiently that finally determined the popularization 
of molecular modeling as a research tool.

One of the fundamental concepts of Medicinal 
Chemistry is that the activity of drugs is intrinsically related 
to their molecular structures. Since the original proposal 
made in 1894 by Fischer2 that enzymes and their substrates 
present structural complementarity, in what became known 
as the lock-and-key model,2 the importance of the molecular 
structure of small molecules (ligands) for their activity 
on biomacromolecules (and the possible modulation of 
them by the construction of specific ligands) was implicit, 
together with all potential pharmacological implications. 
The structure-activity relationship became a paradigm in 
Medicinal Chemistry and the quantitative structure-activity 
relationship (QSAR) models are mathematical translations 
of this concept. In fact, back in 1993, the current Medicinal 
Chemistry Division (MED) of the Brazilian Chemical 
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Society (SBQ) was born as the Quantitative Structure-
Activity Relationship (SA) section of SBQ, with the 
initiative of Prof A. T. Amaral, Prof E. J. Barreiro and Prof 
R. A. Yunes.3 

Because of the central role molecular structure plays in 
the activity of a bioactive compound, medicinal chemists 
soon became aware of the importance of structural 
determination as a tool to aid the design of bioactive 
molecule - and of the computational methods available for 
it. The Computer-Aided Drug Design (CADD) emerged 
and there was an explosion of interest in the potential for 
CADD in the pharmaceutical industry in the early 1980s; 
as proposed by Van Drie, this could be traced back at least 
in part to a 1981 cover article in Fortune magazine entitled 
‘‘The Next Industrial Revolution: designing drugs by 
computer at Merck’’,4 which was preceded by a scientific 
overview in Science of the initial evolution of “computer-
assisted molecular modeling” at Merck.5 A lot of time has 
passed since then, and today CADD is routinely used in the 
pharmaceutical industry with significative results; a recent 
review6 showed that between 1981 and 2019 the discovery 
process of more than 70 commercialized drugs included 
some kind of computational technique significant enough 
for being mentioned in literature. 

As is the case with most new technologies, CADD 
took some time to arrive in Brazil, and the first research 
using CADD here did not take place in industry, but in 
academia, as far as we know. The research groups of R. 
B. Alencastro and E. J. Barreiro at Universidade Federal 
do Rio de Janeiro (UFRJ) are probably the first ones in 
Brazil to explore molecular modeling methods in the study 

of bioactive compounds, as reported in papers published 
in the 1990s.7-10 They were soon followed by many other 
excellent researchers, and, today, groups that use CADD at 
some stages of their research work in drug design are quite 
common in Brazil, including in the pharmaceutical industry. 

The aim of this review is to present an overview of the 
evolution of CADD in the last 30 years (Figure 1); it is 
not our proposal to present an exhaustive description of 
each method, but to highlight some of the most significant 
moments of this already long, successful, and, undoubtedly, 
fascinating story.

2. Molecular Modeling in CADD: Basics

CADD methods can be conceptually divided into two 
main groups: Ligand-Based Drug Design (LBDD) and 
Structure-Based Drug Design (SBDD), where “structure” 
refers specifically to the target structure, generally a protein. 
All these methods rely at some point in models that are 
able to predict the molecular structures of ligands and/or 
macromolecular targets with enough accuracy. Empirical 
force field and quantum mechanics are the main theoretical 
approaches used for this aim until today, at least when 
stationary points on the potential energy surface for ligand 
structures are to be obtained. For biomacromolecules to be 
modelled, other approaches were developed, and will be 
discussed later.

The theories underlying these methods were developed 
many years before the advent of CADD, and what 
occurred during the last decades was in great part the 
emergence of improvements based on the same approaches. 

Figure 1. Simplified schematic description of how CADD methods were integrated to the drug discovery process in the last 30 years, which will be 
discussed in the text. QSAR: quantitative structure activity relationship; MD: molecular dynamics; LBVS: ligand based virtual screening; SBVS: structure 
based virtual screening.
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Molecular mechanics force field methods remain a 
usual choice when large molecular systems are to be 
evaluated, since they can produce results of acceptable 
quality quite quickly. Assisted Model Building with 
Energy Refinement  (AMBER),11 Optimized Potentials 
for Liquid Simulations (OPLS),12 Chemistry at Harvard 
Macromolecular Mechanics (CHARMM),13 and Groningen 
Molecular Simulation (GROMOS),14 are just a few 
examples of classical force fields still in use today in 
routine CADD. Classical forcefields are those composed 
by the addition of several simple terms describing separate 
effects of the structure on molecular energy, containing 
some fixed parameters, such as default geometry parameters 
(bond distances, bond angles, dihedrals, etc.) and atomic 
parameters, such as partial atomic charges. 

Among the main improvements that have been 
introduced later on were the expansion of chemical space 
coverage of ligand-like molecules among major popular 
force fields, the inclusion of new charge models for 
better accuracy and transferability, and new automated 
parameterization toolkits including machine learning (ML) 
approaches.15 Despite the improvements presented by force 
field methods, when the explicit effect of electrons on a 
system needs to be considered, such as in bond-making 
processes in enzymatic reactions and covalent inhibition, 
redox processes, or for the high-quality description of 
molecular interactions, quantum methods must be used. 
It deserves to be highlighted, as far as ab initio quantum-
mechanics methods are concerned, the growing trend for 
the use of density functional theory (DFT) methods.16,17 

Hartree-Fock (HF) methods, once dominant in literature 
citations, are based on wave functions, which depend on 
the 3n coordinates for an n-electron system, whereas DFT 
methods depend on how the electron density varies in the 
system, so the original formulation of DFT involves only 
three dimensions for closed-shell systems.18 In principle, 
this would result in faster calculations with DFT; however, 
little or no difference in computational time is in fact 
observed with the most popular quantum-chemistry based 
programs. This is probably a consequence of the fact that 
the computational implementations of the HF and DFT 
methods have in common the iterative solution of a set of 
one-particle eigenequations, which in DFT are the Kohn-
Sham equations necessary for the calculation of the electron 
density and the corresponding energy.19,20 

Most DFT methods, including the B3LYP hybrid 
functional21 (very popular in CADD literature) include in 
their formulation a correlation-exchange term that allows to 
at least partially consider the effect of electron correlation, 
which is absent in the HF methods of the same level.18 
However, the effects on molecular geometry optimization 

are generally small and, specifically when it comes to 
CADD studies, where the experimental variables to be 
confronted with the model results present a considerable 
level of uncertainty, it is not clear whether the present 
preference for DFT is in fact justifiable. 

However, there were some situations where DFT was 
demonstrated in fact to outperform a number of alternative 
methods, such as in the evaluation of the thermochemistry 
of systems containing transition metals.22,23 The evaluation 
was based on two well-designed benchmark sets for 
reaction energies and barrier heights: MOR41, which 
covers chemically relevant reactions of closed-shell 
complexes,22 and ROST61, which contains reactions of 
open-shell single-reference transition metal complexes.23 
For both benchmark sets, double-hybrid functionals24 
surpassed all other assessed methods, PWPB95-D3 for 
the first one and PWPB95-D4 for the second, in this 
case approaching the estimated accuracy of the reference 
method, CCSD(T). Such reaction energetics can have some 
importance in CADD studies involving metalloenzymes or 
metal-containing drug candidates, for example.

On the other hand, post-HF methods, such as Coupled-
Cluster25 and Configuration Interaction,26 produce results 
with higher accuracy than HF and DFT methods in general, 
but computational costs can limit their applications in 
CADD studies, where large collections of ligands and/or 
large molecules are frequently involved.

For very large systems, quantum calculations can be 
done at the semi-empirical level, which can be applied 
with a low computational cost and, consequently, relatively 
fast calculation speed, to systems with thousands of atoms, 
including complete proteins and their complexes with 
ligand molecules. Almost 30 years from now, Dewar’s 
group launched AM1 (Austin Model 1), a landmark in the 
semiempirical methods history, but with parameters still 
limited to a few elements, most of them related to organic 
molecules.27 Semi-empirical quantum mechanical methods 
capable of modeling transition metal-containing systems, 
and also containing enhancements in the description of 
molecular interactions, were released in the last decades, 
including PM6,28 PM7,29 and PM6-DnHmX methods;30-32 
recently, a new one was presented, PM6-ORG, with a 
reparameterization claimed to improve protein modeling.33 
It must be remembered that since semi-empirical methods 
partially depend on parameters obtained from experimental 
information, the quality of the results is expected to be 
influenced by the extent of available data. Therefore, 
some variation in the accuracy of results is expected, 
especially when atoms and bonds with less available data 
are used for parameterization, such as for transition metal 
complexes.34 For such systems, a careful preliminary step 
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based on comparison with structures obtained by high-
accuracy DFT or wave function-based calculations and 
experimental procedures is recommended in order to verify 
the performance of the chosen semi-empirical method with 
similar systems.

An interesting alternative approach for the inclusion of 
quantum calculations in the modeling of large molecular 
systems is the combined Quantum Mechanics/Molecular 
Mechanics approach (QM/MM). It was first implemented 
in 1976 by Warshel and Levitt35 for the investigation of an 
enzymatic reaction. The proposal of QM/MM is to provide 
reliable chemical accuracy using a quantum method for 
the treatment of the most important region of the system, 
such as the active site of an enzyme, while the remaining 
system is modeled with the faster molecular mechanics 
method. In this way, the field effect of the surroundings 
on the quantum-mechanical calculation can be included. 

An important step for the effective use of the  
QM/MM approach is the appropriate delimitation of 
the QM region, which can be sometimes challenging. 
Based on a set of model clusters with well-defined 
configurations to mimic the basic types of non-covalent 
interactions in proteins, Kollar and Frecer,36 using the 
DFT‑B3LYP/6‑31G*//OPLS-2005 QM/MM approach, 
recently proposed recommendations for the addition of 
chemical groups or protein residues into the QM region 
for leading to a more realistic description of ligand-protein 
interactions.

With respect to specific applications in the drug design 
process, Kar37 presented an interesting review where he 
highlights the methodologies through which the QM/MM 
approach proved critical for understanding the drug-target 
interaction, together with a discussion of some recent 
hybrid QM/MM approach results applied to FDA-approved 
drugs.

A natural evolution of the QM/MM concept that is 
being explored in recent years is the combination of  
QM/MM with molecular dynamics simulations, the  
QM/MM/MD approach, a powerful and promising tool 
for the investigation of chemical reactions in complex 
biochemical systems.38 

3. The Evolution of Ligand-Based Models in 
CADD

Undoubtedly, QSAR is the most prominent and 
explored method in the LBDD branch of CADD. QSAR 
is an extension of the original proposal of Hammett39,40 
presented in the 1930s of a correlation between the effect 
of the addition of substituents on benzoic acid with pKa; 
Hammett39,40 presented parameters called electronic 

s-r constants and established the linear free-energy 
relationship (LFER) principle. Later, in the 1950’s, Taft41 
proposed the first parameters related to steric effects. Then, 
in the next decade, the seminal works of Hansch, Fujita, 
Free and Wilson42-45 laid the foundations of quantitative 
structure-activity relationships applied to compounds with 
biologic activity. 

The first electronic and steric parameters are examples 
of what were later called descriptors, which may be any 
quantity related to the molecular structure as a whole, such 
as clogP, or to some part of it, such as the electron density at 
a given atom.46 QSAR are functions that allow, for a group 
of bioactive molecules, a quantitative relationship between 
some selected descriptors and the measured activity data, 
such as half-maximal inhibitory concentration (IC50), the 
dissociation constant related to the inhibitor-enzyme 
binding (Ki), etc., to be established. Depending on the type 
of descriptors, we can classify QSAR models according to 
their dimensionality; when the descriptors are somehow 
related to the three-dimensional structure of the ligands, 
for example, the method is called 3D-QSAR. The 1980s 
were the moment for the birth of 3D-QSAR, as obtaining 
the 3D structures for large groups of ligands, necessary to 
build robust QSAR models, was becoming easy with the 
availability of molecular modeling software, together with 
faster and more accessible computers.47,48

Cramer et al.49 introduced a new kind of descriptors, 
based on the concept of molecular fields, which are built 
on two premises: (i) the observed biological effect is 
usually resulting from non-covalent interactions; and 
(ii) most of these interactions are mediated by forces that 
could be acceptably evaluated with the Van der Waals 
(the  6‑12  Lennard-Jones potential) and Coulomb terms 
of molecular mechanics force fields. These terms are 
calculated on the nodes of a 3D grid involving the energy-
minimized structures of the active compounds, which 
need to be aligned according to some criteria. The method, 
called Comparative Molecular Field Analysis (CoMFA), 
was made effective by a number of advances in molecular 
graphics and by the emergence of a new method of data 
analysis in the 1980s, Partial Least Squares (PLS);50 applied 
to QSAR, PLS was able to derive robust linear equations 
from tables having many more descriptors than compounds. 

In the next decade, another 3D-QSAR method 
was presented, the Comparative Molecular Similarity 
Indices Analysis (CoMSIA), which was developed to 
overcome certain limitations of CoMFA; in place of 
the molecular mechanics fields of CoMFA, in CoMSIA 
similarity fields were employed as descriptors to describe 
steric, electrostatic, hydrophobic and hydrogen bonding 
properties.51 Both of these molecular field methods remain 
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significantly in use today; a direct search with the words 
“CoMFA” and “CoMSIA” on Google Scholar returned 
3,730 and 2,070 citations, respectively, in the period 
2020-2023.

As observed by Hopfinger et al.,52 the 3D-QSAR had 
three inherent problems: the identification of the bioactive 
conformations of flexible compounds; the molecular 
alignment; and the partitioning of each molecule in the 
training set with respect to interactions with the receptor. To 
solve these problems, they developed 4D-QSAR, in which 
the fourth dimension is the “dimension” of an ensemble 
sampling generated by a molecular dynamics  (MD) 
approach. The method includes the conformational 
flexibility and the freedom of alignment by ensemble 
averaging of the descriptors, which are the grid cell 
occupancy descriptors (GCOD), generated for a number 
of different atom types, called interaction pharmacophore 
elements (IPEs). These IPEs are defined as “any type”, 
“nonpolar”, “polar-positive charge”, “polar-negative 
charge”, “hydrogen bond acceptor”, “hydrogen bond 
donor”, and “aromatic”, which are defined onto a grid 
around the conformational ensemble.52 

It should be mentioned that shortly after the emergence 
of 4D-QSAR, the first example of the use of 4D-QSAR 
by Brazilian research groups was published at the end 
of the 1990s, a paper resulting from the collaboration of 
Albuquerque, Alencastro and Barreiro with Hopfinger,53 
creator of the method. In the late 2000s, Ferreira and co-
workers,54 at Universidade Estadual de Campinas (Unicamp), 
presented LQTA-QSAR, a free package that explores jointly 
the main features of CoMFA and 4D-QSAR paradigms 
to develop 4D-QSAR models, for which the ligand 
conformations are obtained with GROMACS, the popular 
free and open-source software suite for high-performance 
MD and output analysis launched in the 1990s.55,56

An interesting improvement of the method emerged also 
in the 2000s, the RD-4D-QSAR, with RD meaning receptor 
dependent. This approach can be applied when the target 
structure is available, as the main feature of RD‑4D‑QSAR 
is that the resultant pharmacophore sites generated in 
the analysis are explicitly dependent upon the combined 
geometries of the ligand bound to the receptor, which 
considerably improves the overall quality of the models. In 
the broad sense, RD-4D-QSAR can be considered a SBDD 
method, since it depends on the target structure.57 However, 
this story is not over; far from being exhausted, 4D-QSAR 
appears to be experiencing a revival in recent years, and an 
interesting review on this was recently presented.58

Although the original proposal of QSAR was the 
development of statistically robust activity prediction 
models, they can also be applied to virtual screening 

procedures, which will be discussed later. But before that, 
it is time to discuss the evolution of some of the most 
employed methods when the target 3D structure is known 
or can be modelled.

4. The Evolution of Target-Based Models in 
CADD

After a target associated to a disease is validated, the 
determination of its 3D structure is a necessary step if 
SBDD is the strategy to be employed. Undoubtedly, most 
of targets explored in drug design are proteins, and the main 
resource of experimental 3D protein structures has been the 
open access Protein Data Bank (PDB), established in 1971 
at Brookhaven National Laboratory under the leadership of 
W. Hamilton and originally containing only 7 structures.59 
If we go back 30 years from now, the number of 3D 
structures deposited in the PDB in 1994 were less than 
10% (1,289 structures) from what was deposited during the 
last year (13,585 structures); the total number of deposited 
structures jumped from 2,871 in 1994 to 213,221 in 2023.60 

This number alone show that the use of SBDD today 
has many more possibilities than 30 years ago, but the use 
of the SBDD strategy is not limited by the availability of 
structures deposited in the PDB. Protein 3D modeling 
by the methods traditionally used for small molecules 
is not a practical approach due to the complexity of the 
conformational space of these biomacromolecules, but 
there is a quite effective alternative technique for protein 
modeling: homology (comparative) modeling, which has 
evolved rapidly since the first studies. The year of 1993 can 
be considered a milestone in comparative protein modeling, 
since Peitsch and Jongeneel61 presented a paper where 
they described the procedure to build a 3D protein model 
that became the basis of the SWISS-MODEL server for 
comparative automated modeling of 3D protein structures.62 
With this tool, 3D structures could be modeled just from 
their amino acid sequence, as long as a suitable 3D template 
with at least 30% identity with the target protein was also 
available.62 Amino acid sequences can be easily retrieved 
from databases such as the open access UniProtKB, which 
presently contains 248,805,733 entries (248,234,451 from 
TrEMBL and 571,282 from Swiss-Prot).63 

Coincidentally, in the same year of 1993, Sali and 
Blundell64 presented MODELLER, a comparative protein 
modeling software designed to find the most probable 
conformation for a protein sequence given its alignment 
with available related 3D structures, which also became 
quite popular over the years.64 Many other tools for 
homology modeling are now available and additional 
information, including the limitations of the method, can 
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be obtained in reviews such as the work from Muhammed 
and Aki-Yalcin.65

Another major leap in the modeling of protein 3D 
structures occurred in 2021 with the emergence of AlphaFold, 
developed by DeepMind and EMBL‑EBI  (European 
Molecular Biology Laboratory - European Bioinformatics 
Institute).66 AlphaFold was the first machine learning 
(ML)‑based computational method that could regularly 
predict 3D structures of proteins with atomic precision, 
even in cases where no similar structure to be used as 
a model was known. The AlphaFold Protein Structure 
Database now provides open access to over 200 million 
protein 3D structure predictions.67

But having access to a quality 3D structure for the 
target protein, whether experimentally or through modeling 
methods, is just the beginning of an SBDD project - the 
next big challenge is defining how candidate ligands would 
bind to it. This is a very difficult task because of the number 
of degrees of freedom associated to the formation of a 
ligand/protein complex. The easiest way to generate such 
structures was, as a first approach, to simplify the problem 
by neglecting some of these degrees during the search of 
ligand/protein geometries, which is a common assumption 
in one of the most popular methods nowadays in SBDD 
projects: molecular docking. 

Some kind of molecular docking, although not using 
this name, was already present in the literature of the 1970s. 
An early example is the work of Levinthal et al.68 about 
a computerized molecular model that was used to deduce 
the arrangement of sickle cell hemoglobin molecules in 
tubular fibers. In the 1980s, some important improvements 
were introduced in the procedure, such as the use of “hard 
sphere” repulsion and hydrogen bonding terms to describe 
protein-ligand interactions,69 and the word “docking” began 
to be used.70 These interaction terms are examples of what 
is known in modern molecular docking protocols as scoring 
functions, which are used to quantify the interaction of the 
ligand-protein system; the aim of the scoring function is 
to classify the different interaction modes (or “poses”), 
allowing the ranking of the poses that were generated by 
some specific docking algorithm.71 

Scoring functions are a continuously evolving aspect in 
molecular docking. If, on the one hand, speed in evaluating 
poses is important in high throughput docking, on the 
other hand the demands on the quality of the results are 
becoming increasingly greater, especially when trying 
to correlate them with bioactivity data. In fact, the main 
objective of scoring functions is the prediction of the 
ligand-protein interaction mode and this can be reasonably 
achieved by traditional force field-based, knowledge-based 
or empirical scoring functions, with the main scoring 

functions leading to hit rates in redocking assays greater 
than 70%. However, many other factors that are generally 
not included in common scoring functions are important 
for binding affinity, such as desolvation.72-74 Therefore, it 
is not surprising that the search for correlations between 
docking scores obtained with the most commonly used 
scoring functions and binding affinity data often fails.

Developing scoring functions for specific target classes 
is a strategy that has proven to work better in some cases,75,76 
but this strategy has obvious limitations. In the search 
of general use scoring functions capable of predicting 
bioactivity, ML methods are undoubtedly those with the 
most promising results, as demonstrated in the work of 
Guedes et al.77 presenting a new ML-derived scoring 
function, DockTScore; multiple linear regression (MLR), 
support vector machine (SVM) and random forest  (RF) 
algorithms were used to derive scoring functions 
involving force-field terms, solvation and lipophilic 
interactions terms, and an improved term accounting 
for ligand torsional entropy contribution to ligand 
binding. DockTScore presented a Pearson’s correlation 
coefficient of 0.705 for binding affinity prediction from 
diverse protein targets available on the PDBbind v2013 
set,78 being competitive with the best-evaluated scoring 
functions. It was only supplanted by BT-Score, an 
ensemble ML scoring function of boosted decision trees 
and thousands of predictive descriptors to estimate binding 
affinity,79 which reproduced data of out-of-sample test 
complexes with a correlation coefficient of 0.825, and 
RF-Score:VinaElem,80 with a correlation coefficient of 
0.752. Affinity predictions with DockTScore can be made 
at the DockThor portal,81 a free protein-ligand docking 
server developed in Brazil at the National Laboratory for  
Scientific Computing (LNCC/MCTIC).

In addition to the scoring function, the other central 
element of a molecular docking method is the availability 
of an efficient algorithm for automated docking; one of the 
first examples was the incremental construction presented 
in the work of Rarey et al.;82 in this approach, the ligand 
is fragmented and the fragments are introduced step by 
step in the binding cavity until the ligand structure is 
complete. Another category that was explored was that of 
the stochastic methods, such as the genetic algorithm (GA), 
where the ligand structure is randomly introduced in 
the binding cavity. The binding modes (or poses), after 
translation to a kind of “genetic code” describing their 
main features, such as their torsion angles, are progressively 
changed by a series of genetic operations, such as mutation 
and reproduction (i.e., combination of “genetic codes”) 
between previous “parent” poses, leading to a succession 
of better generations of poses.83,84 
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Evidently, considering Koshland’s induced fit 
proposal,85 it may seem that assuming a rigid structure 
for the target is too drastic an approach for molecular 
docking, especially when proteins with highly flexible 
binding sites are involved. As always is the case when 
working with models, some critical sense is necessary in 
the use of molecular docking; for example, trying to dock 
candidate ligands to a crystallographic structure of a ligand-
free protein (apo conformation) is frequently a frustrating 
experience, since the binding site may be too constricted to 
adequately accommodate a ligand inside, so working with 
structures containing cocrystallized ligands is generally a 
clever choice. 

On the other hand, although most of molecular docking 
programs adopt the rigid-body approach for the target 
structure, some allow a partial movement in its structure; an 
example of such approach is available in GOLD (Genetic 
Optimisation for Ligand Docking), a GA-based program 
launched in the 1990s, in which some amino acid side chains 
or even limited peptide backbone sections can be chosen to 
adopt different conformations during the docking run.84,86 

An interesting approach to simulate the effect of target 
flexibility during molecular docking is ensemble docking, 
which was introduced in 1999.87 The idea is to implement 
docking runs on different conformations of the same target 
that, in the original paper, were obtained by MD, which 
was applied in order to define the conformation of a loop 
in human immunodeficiency virus (HIV) integrase that was 
ill-defined by crystallography. In this way, although the 
target remains rigid during the docking run, the effect of 
its different conformations on the definition of the ligand 
poses is at least partially included. The greater the number 
of MD snapshots included in the ensemble, the greater 
the simulation of target flexibility, but the computational 
cost for the complete ensemble docking will increase 
proportionally. A comprehensive review about the topic was 
presented by Amaro et al.88 2018. Naturally, another way for 
generating the ensemble is by selection of different target 
conformations obtained from its crystallographic structures 
containing different cocrystallized ligands.

Molecular docking algorithms were originally 
developed to identify the interaction mode of a ligand to a 
selected protein binding site. In some cases, however, the 
exact location of the binding site at which ligand interaction 
results in the observed bioactivity is unclear; some 
compounds may present their bioactivity as consequence 
of interactions with an allosteric binding site, for example. 
This situation presents a much greater challenge than 
docking at a predefined binding site and different methods 
have been developed to find candidate binding sites in an 
entire protein and perform docking runs on them.89 This 

process was defined as blind docking and can be executed 
by some programs or web servers: in QuickVina-W90,91 
and SwissDock,92,93 the docking box covers all cavities 
found on the entire protein surface; in SITEHOUND-web, 
the location of potential binding sites is performed firstly 
and is followed by multiple independent docking runs on 
smaller boxes centered on the predicted binding sites;94 
in FRAG, a blind docking protocol based on Autodock-
Vina,95 binding site identification and pose prediction are 
accomplished at the same time by a systematic exploration 
of the protein volume performed with several preliminary 
docking calculations.96

An entirely different approach that can be applied to 
the ligand-protein complex problem is MD, from which a 
trajectory described by the system during a specific time 
interval can be completely evaluated. MD calculations can 
be used for the direct evaluation of the binding affinity; by 
the principles of statistical mechanics, the Gibbs free energy 
change (ΔG) between two states can be obtained as the 
expectation value by integration over a representative fraction 
of the full conformational space of the system.97 Different 
from molecular docking, the process to generate different 
conformations in MD is deterministic-each structure is 
generated from a previous one by applying classical physics 
equations to the molecular system over time. 

In MD, the interaction and motion of atoms are described 
by Newton’s physics: from an initial molecular geometry, 
the forces between interacting atoms can be obtained as 
derivatives of their energies, calculated by means of a 
classical force field, which then are used for the calculation 
of accelerations, velocities, and the resulting new positions 
of the atoms after a small timestep. This new molecular 
geometry presents a new energy, which, in turn, allows 
the process to be repeated; the result of this process is the 
definition of a trajectory described by the system during a 
sufficiently long time interval. Typically, the fastest events of 
biochemical interest take place on timescales of nanoseconds 
(10−9 s), but since the timesteps in a MD simulation must be 
in the order of femtoseconds (10−15 s) to assure numerical 
stability, at least millions of calculations must be done. 
Because kinetic energy is available, potential energy barriers 
along the molecular trajectory can be overcome.98

However, solving this sophisticated set of equations 
is only part of the problem, since the calculations must 
be done for each atom of a system usually composed of 
protein, ligand, a surrounding box of solvent molecules, 
and sometimes a fragment of the cell membrane, in order 
to describe the real ligand-protein environment as best as 
possible. The large number of atoms, combined with the 
complexity of the calculations to describe the system’s 
trajectory, results in high computational cost and time. 
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The foundations of MD were presented in the 1950s,99 
but its use in studying biochemical systems was only 
stimulated in the 1970s by the pioneering studies by Karplus 
and co-workers100 and by Levitt and Warshel,101 which used 
MD simulations to obtain different conformations of 
proteins and nucleic acids. A milestone in the use of MD 
simulations in Brazil was undoubtedly the THOR program, 
developed in the late 1990s through the collaboration of 
different research groups located at UFRJ, Universidade 
Federal da Bahia (UFBA), Centro Brasileiro de Pesquisas 
Físicas (CBPF) and Universidade de São Paulo (USP).102 
It inspired a generation of computationally oriented 
scientists in South America (indeed, the previously referred 
DockThor was named after THOR). 

The evolution of computational power over the years 
have allowed a continuous increase in the size of molecular 
systems that could be evaluated. As soon as in the middle 
of the 2000s, all-atom MD calculations of a complete virus 
were achieved, encompassing up to 1 million atoms for over 
50 ns.103 This was a time when performing MD simulations 
required a supercomputer, but the evolution of computer 
hardware in the 2010s, particularly the use of graphics 
processing units (GPUs), allowed MD simulations on large 
systems to be run on relatively inexpensive machines with 
reasonable computation times.104

In addition to hardware evolution, many MD-related 
theoretical achievements were produced over time, 
including enhanced sampling methods, focusing on 
free-energy perturbation, metadynamics, steered MD, 
and other methods most consistently used to study 
drug-target binding. A discussion about this theoretical 
evolution and the impact of MD on drug discovery can 
be found, for example, in the works of De Vivo et al.105 
and of Hollingsworth and Dror.106 Powerful boosting 
methodologies to introduce quantum mechanics in MD 
calculations are being developed; an interesting example 
is multiscale simulations in computational chemistry 
(MiMiC), a framework designed to facilitate massively 
parallel multiscale MD. The main goal of a multiscale 
approach to MD is to alleviate the computational cost 
of high-level methods, including quantum mechanics 
approaches, while maintaining their flexibility and 
accuracy.107

5. Virtual Screening

Virtual screening (VS) is undoubtedly one of the most 
explored topics in CADD in recent years. Many excellent 
reviews108-114 on VS have been published and interested 
readers are encouraged to consult them to access more 
information. This story begins with a failure: in the final 

1980s the pharmaceutical industry began to invest heavily 
on experimental high-throughput screening (HTS) and 
combinatorial chemistry in a tentative to overcome the 
lead discovery bottleneck at the time, but the results were 
far from expected, with significant costs resulting in only 
low hit rates.115 

In the search for more efficient ways to discover lead 
compounds, computational alternatives began to be tested 
and, according to Klebe,114 the term “virtual screening” 
appeared for the first time in the late 1990s. However, as 
soon as 1982, there was some initial trials to identify ligands 
for the HIV protease, using as candidates some rigid entries 
from the Cambridge Crystallographic Database and an 
initial molecular docking method.69 This work, although 
not employing the term “virtual screening”, contains the 
key characteristics of a VS study, since the main proposal 
in VS is to search chemical structures databases to find out 
lead candidates by computational means, in this case an 
initial version of molecular docking.69

Since then, molecular docking remains as one of the most 
explored methods in VS studies. Its use in VS campaigns 
is part of what can be classified as target structure-based 
VS (SBVS), in contrast to ligand‑based  VS  (LBVS) 
(Figure 2).108 The first approach requires the availability 
of a 3D structure of a validated target, which can be 
obtained as discussed previously, to which the interaction 
of candidate ligands must be somehow assessed and 
quantified; molecular docking is an obvious choice for this 
purpose, mainly because of its fast execution, an important 
characteristic when databases composed of millions of 
structures are sometimes evaluated. 

For this purpose, it is worth mentioning an interesting 
work of Taranto and co-workers117 focusing on the 
development of a rather complete workflow, called MolAr 
(Molecular Architect), which was designed to integrate 
diverse free programs to run many of the necessary 
steps to implement VS campaigns, interconnected with 
a friendly‑user interface.118 MolAr includes protein 
preparation, combining comparative modeling with 
MODELLER,64 and definition of protonation states with 
PROPKA,119-121 and a VS procedure through AutoDock 
Vina,95 DOCK 6,122,123 or a consensus of both.

On the other hand, the techniques employed in the LBVS 
approach generally use molecules with known biological 
activity as patterns for the screening in virtual libraries 
of new chemical structures in the search of candidate 
structures that share some level of similarity with them.108 
According to the pattern generation procedure, the LBVS 
methods can be divided into three main types: similarity 
screening,124 screening by a reference pharmacophore,125 
and QSAR-based approaches.126
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LBVS and SBVS methods all depend on the availability 
of chemical databases. Nowadays there are many 
commercially and free databases available online.108 
Undoubtedly, one of the most extensive and explored 
databases is ZINC, which was launched in 2005.127 
The present version, ZINC20,128 is a free database of 
commercially available compounds for VS, containing over 
230 million purchasable compounds in ready-to-dock, 3D 
formats. ZINC maintains an overwhelming preference over 
the remaining large chemical databases, with an average 
use between 2015-2020 of 31%, a number that is more than 
double that of the second place.129

There are some examples of Brazilian chemical 
databases that were developed in recent years, such as the 
Laboratory for the Evaluation and Synthesis of Bioactive 
Substances (LASSBio) Chemical Library,130,131 from 
UFRJ, whose compound collection has its major part 
released for public access, and the Nuclei of Bioassays, 
Biosynthesis and Ecophysiology of Natural Products 
Database (NuBBEDB), from Universidade Estadual de São 
Paulo (UNESP), a free database of chemical and biological 
information from Brazilian biodiversity.132

6. Machine Learning in CADD

As is the case in probably any area of science, machine 
learning (ML) is now being largely explored in Medicinal 
Chemistry. The main purpose of ML is to understand 
patterns in data and be able to predict these patterns.133-135 
ML algorithms are able to ‘‘learn’’ by adjusting the 
distance between the original data and the predicted data, 
minimizing the error function (known as loss function) of 

their predictions.133 The precondition for the method to be 
applied is the hypothesis of the existence of a correlation 
between any intended characteristic of the real system 
(dependent variable, normally called labels or Y) and other 
intrinsic or extrinsic characteristics (independent variables, 
normally called as features or X).

These characteristics must be firstly measured and will 
consist of the data that will feed the method. Experimental 
data will be used to train the model, from where patterns 
can be learned, representing the training data, a collection 
of experimentally measured X and Y. If a well-established 
theoretical method is available, it is possible to use 
theoretical data as well. Generally, Y as experimental 
data is preferred as it is closer to the ground truth of the 
analyzed phenomena and better suited to model validation. 
The successfully trained model is then fed with test data, 
consisting of another set of X, but with a corresponding set 
of Y not available to the model, but known by the modeler.

If the assumptions of the model are satisfactory, the 
ML model is validated and ready to predict the learned 
relationships in systems where Y of interest is not 
experimentally measured. Most of the modeling process 
depends on the data treatment, allowing coherent inferences 
and, consequently, predictions. The better and accessible 
the data are, more robust and interpretable a ML model can 
be. This is especially important as the non-linearity and 
dimensionality grows, making interpretation of predictions 
less feasible, known as the ‘‘black-box effect’’ of any ML 
model.136 

ML algorithms that use labeled data (X and Y are 
discriminated) are quoted as supervised ML algorithms. 
For scenarios where data is not labeled, which means data 

Figure 2. Comparison of the LBVS and SBVS approaches. Preparation of compound libraries may involve many steps, including filtering procedures 
(Lipinsk’s Rule of Five,116 ADME-Tox, etc.). In LBVS, the screening process may involve comparison with a pharmacophore map, a QSAR model or 
simply a similarity analysis (Tanimoto coefficient, etc.). Both procedures can be combined in the search of a consensus selection or even coupled, using 
selected compounds in a faster LBVS procedure as entries of the SBVS procedure.
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are not described as features nor labels from a system, for 
example in chemical similarity and clustering studies, ML 
algorithms are quoted as unsupervised. The complexity 
of biological and chemical systems frequently impels 
the use of hybrid models in a multi-process fashion, to 
classify, quantify, standardize, transform and inverse-
transform information. That is the case of semi-supervised 
ML models, for example some ensemble models that use 
meta-learners trained on a series of predictions or deep 
learning (DL) schemes.135

In the context of Medicinal Chemistry, data are 
known for their natural complexity, high variance, 
little or no standardization, high dimensionality and, 
commonly, high experimental cost, reflecting narrow 
population samples.137,138 In order for chemical data to be 
computed as data points for ML methods, the molecular 
information must be encoded. Simplified molecular input 
line entry simplification (SMILES),139 2D/3D molecular 
graphs,140 and undirected graphs (UGs) representations141 
were introduced as the standard encoding procedures 
to represent spatial aspects of chemical compounds as 
atoms, connectivity, ramifications, aromaticity and non-
aromaticity, isomerism, fragments, and chirality. A number 
of CADD applications benefited from it as a practical and 
fast way of sampling an enormous portion of chemical 
space and describe it.134,136,137,141-143

Although allusion to ML application in CADD is 
growing fast in the recent literature, it is not in fact a 
recent topic; a notorious example was published by 
Cramer et al.144 as soon as 1974, although primitive and 
not entirely algorithmic as nowadays, as a result of the 
Hansch and Free-Wilson44 linear regression methodology 
limitations with growing SAR complexity. In this work, 
a substructure-activity relationship prediction model 
was presented as a novel approach to drug design, an 
excellent example of chemical data management. A set of 
850 compounds, examined for their antiarthritic immuno-
regulatory effects in a rat-model, was used and further 
pruned for bias reduction to 770 compounds.144

Since this scientific milestone, a massive development 
in the field of computational and cheminformatic sciences 
arose and new algorithms were built to address every kind of 
data. Some are artificial neural networks (ANNs) variations 
(radial basis function (RBF), Konohen’s self-organizing 
maps, DL, convoluted neural networks, recurrent neural 
networks), ensemble methods (gradient boosting, random 
forest and XGBoost as well meta-learners that uses blending 
and stacking methodology), SVM with a variety of kernels 
(a class of algorithms for pattern analysis) for example, 
linear, polynomial and Tanimoto kernels.133-136,143,145 These 
methods can be applied by programing language packages, 

such as R146 and Python147 with practical implementation, 
for example by Google Colaboratory.148

The use of ML in CADD projects increased in the 2000s, 
and a few illustrations will be presented here. In 2001, a 
quantitative and classification screening tool for large 
chemical libraries ANNs and the heuristics of k-nearest 
neighbors (k-NNs) were presented; the focus was the 
screening of cyclooxygenase-2 (COX-2) inhibitors. Using 
experimental IC50 data and feature selection, the model 
was capable to discriminate between active and inactive 
compounds with 83.3% of accuracy; its methodological 
superiority compared to multiple linear regression models 
(MLR) was proposed in the case of noisy and non-linear 
SAR.149

Another example was a QSAR model, using ANNs 
based on RBF with GA for prediction of glycine/
NMDA receptor antagonist inhibition.150 Doniger et al.151 
compared the performance of SVMs with multi-layer 
perceptron  (MLP) neural networks to predict the 
blood-brain barrier permeability of different classes of 
molecules, to develop a method to predict the ability of 
drug compounds to penetrate the central nervous system. 
SVMs showed an average 81.5% accuracy against 75.5% 
of MLP over 30 test sets.

RF algorithm was introduced later as a powerful 
classification and quantification tool for QSAR modeling, 
capable of achieving high prediction accuracies, robust 
enough to handle high-dimensionality, introducing 
auto-feature selection. This algorithm is from a class of 
ensemble methods and went well compared to ANNs and 
SVM models.152 

A new classification metamodel (a model that consists of 
statements about models) for predicting protein secondary 
structures was published in 2006, based on two cascaded 
models, each with an ensemble of three SVM binary 
classifiers, employing one-versus-rest learning approach. 
The first model was trained on amino acid sequences to 
assign weights to the three-state protein structure (helix, 
sheet and coil) from 3 different public datasets. The second 
model was trained on the previous predictions to further 
classify the secondary structure, and an accuracy of 79.34% 
was achieved.153 

As the 2010 decade came to an end, excellent 
reviews were published, highlighting the plethora of ML 
applications in various subfields of Medicinal Chemistry 
at that time.154 SVM and RF methods became the dominant 
methods, giving excellent performances and generalization 
capacities over shallow neural networks models, and 
versatility to organize chemical information with diverse 
kernels to suit the research peculiarities. They continue to 
appear in recent publications, with modern methodologies, 
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which is remarkable for methods from the pre-deep 
leaning (DL) era.155 Cascaded models are good examples 
of the transition from shallow ML models to DL models.153 

In 2013, Lusci et al.141 presented a DL regression model 
for water solubility prediction as a good example of how 
the length of datasets can be relevant for DL methods. 
Undirect graph-recursive neural networks (UG-RNNs) 
were built utilizing public benchmark datasets used 
for solubility predictions in literature, two containing 
thousands of molecules, and the rest with less than 
200 molecules. Undirect graph encoding of molecules is 
a way of describing chemical information representing 
an atom or arbitrary molecule fragment as interconnected 
nodes (vectors) and directing them towards one specific 
node (root). For the two bigger datasets, UG-RNN topped 
the coefficients of determination R2 (values ranging 0.90 to 
0.91) showing an outstanding performance. However, when 
comes to narrow datasets, the predictive performance was 
not consistent enough. Insights were giving to address the 
performances like the noisy and fewer observations from 
where no generalization could be captured against overfit.141 

Xu et al.,136 in 2015, developed a deep neural 
network (DNN) model to predict drug-induced liver’s injury 
(DILI), an unwished collateral effect associated with many 
drugs in literature. DILI is not easy of detection by in vivo 
protocols, encouraging in sillico models to take the task. 
The model was based on UG-RNN structure commented 
above. All models outperformed or performed closer 
(accuracy scores ranging from 0.60  to  0.76) to original 
classification models from literature, associated with some 
of public datasets. The best model was trained and tested 
with the combination of two datasets, with 86% of classes 
correctly predicted, proving again how sample population 
can positively impact the performance of the model. To 
readers interested in details of how data management can 
impact performance of DL models in multiple levels, this 
work is highly suggested.136 

Synthesis is a fundamental topic in Medicinal 
Chemistry and finding ways to improve it is a desire of 
every synthetic chemist. The main idea of retrosynthesis 
is to decompose the chemical product from an unknown 
reaction, by formal organic rules and expertise, into its 
synthesis path. In 2017, a retrosynthetic encoder-decoder 
DL model was developed to predict the likely reactants to 
react in a specific reaction type to form products; in the 
model, chemical reactions are represented as sequence-
to-sequence data, and two concatenated RNNs were 
constructed, based on SMILES representation of molecules 
and a database of 50,000 reaction experiments from USA 
patent literature, categorized in 10 different classes of 
reactions. It was shown that the model performed better 

than rule-based expert models and ML models that use 
rule-based expert methodology, even surpassing some of its 
known limitations giving a notably upper hand to challenges 
within retrosynthesis computational analysis.143 

Another state-of-art model for retrosynthesis was built 
by Segler et al.156 in 2018, based on DNNs and Monte Carlo 
tree; in quotation to authors, ‘‘These deep neural networks 
were trained on essentially all reactions ever published in 
organic chemistry’’.156 

From a different perspective, chemical data mining 
is becoming increasingly important in the Medicinal 
Chemistry field. This is because the need to amplify, 
standardize and filter chemical information from all kinds of 
scientific documents, considering the endless applications 
inside the drug development scope. In 2019, Staker et al.157 
presented a paper stating another cascaded DL model, with 
capabilities to extract chemical information from PDF 
inputs, capitalizing from the pages containing 2D standard 
representations of molecules their SMILES codes. For three 
datasets used to test the model, the accuracy of SMILES 
generation ranged from 0.77 to 0.83. 

As a final example, let us remember that not 
distantly the world faced the coronavirus virus disease 
2019  (COVID-19) pandemics, caused by the severe 
acute respiratory syndrome coronavirus 2 (SARS-CoV-2) 
coronavirus. In front of that reality, Wang et al.158 built 
a DNNs classification model to screen for inhibitors of 
the SARS-CoV-2 chymotrypsin-like protease (3CLpro), 
responsible for the replication and transcription of the 
virus. Many inhibitors are known to covalently bind to 
a 3CLpro active site cysteine residue (Cys145). The main 
assumption was a sequence similarity up to 96% between 
SARS‑CoV 3CLpro and SARS‑CoV‑2 3CLpro. Two DNN 
classifiers were trained separately on two sets of know 
inhibitors, to take acquaintance of covalent and non-
covalent bindings from literature and performed well on 
test sets. Then, these classifiers were used to screen a library 
containing 39,000 compounds; the screened compounds 
were experimentally tested, and from 32 top-ranked tested 
compounds, 6 showed low micromolar range IC50 activity, 
1.4 μM, at best. 

For more complete information compiling the advances 
of ML applications on Medicinal Chemistry, some 
excellent reviews on the topic are indicated to the interested 
reader.135,138,159-161

7. Conclusion

Although the theoretical basis for many of the methods 
used in molecular modeling had been laid decades earlier, 
it was in the 1980s that they began to be explored in 
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CADD by the pharmaceutical industry, probably because 
of the increasing of computational power of machines 
at a progressively accessible cost observed at that time. 
Since then, its influence in supporting the design of drug 
candidates has increased and today can be considered 
consolidated, as can be seen by the number of bioactive 
compounds whose design benefited from one or more of 
the CADD methods and which effectively became marketed 
drugs. In Brazil, CADD arrived in the 1990s through the 
pioneering work of some academic research groups and, 
since then, it has become an integral part of several projects 
that have resulted in the training of postgraduate students 
and researchers and in the publication of articles and patent 
filings for drug candidates.

The methodologies in the SBDD and LBDD areas that 
make up CADD have evolved in several ways from those 
early years to the present day (Figure 3). Many methods 
emerged, became dominant for some time, and were then 
replaced by others as the main interest in the search for 
drug candidates. 

Empirical field and quantum mechanical-based models 
remain the workhorses behind generating ligand structures 
necessary for developing CADD projects. Multidimensional 
QSAR, although not so present as before, continues to be an 
important topic in CADD, especially when considering its 
application as a VS technique, where it now shares space with 
other LBDD approaches, such as pharmacophore models. VS 
remains at the forefront of CADD efforts, where molecular 
docking is the main SBDD method in use today. The future 
here is on the improvement of binding affinity prediction, a 
limitation for older linear fitness score functions. ML-based 
functions are proving the best way to follow in this aspect, 
although the enhancement in the physical representation 
of the binding process, including MD and even the partial 
inclusion of quantum mechanics effects, such as in QM/

MM/MD, is an exciting emerging frontier in CADD. The 
computational cost is high, but the development of new 
programs, capable of extract the maximum performance of 
massively parallel multiscale MD, may soon improve the 
access of such techniques to the CADD arsenal.

But it is unquestionable, as chemical nonlinearity began 
to be addressed, confronted and dealt with, that several 
state-of-the-art studies have expanded the applications of 
ML in CADD and other areas of Medicinal Chemistry. 
While more traditional methods will continue to play their 
role in CADD for many years, a new chapter in the history 
of CADD is now being written with ML methods covering 
different subjects such as 3D protein structure prediction, 
generation of LBDD models, binding affinity prediction 
for SBDD models, ADME-Tox predictions, chemical data 
mining, and many others involved in the development of 
new drugs. Let us look forward to the promising next 30 
years to come.
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