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Abstract

The adoption of the Internet Protocol in mobile and
wireless technologies has considerably increased the
number of hosts that can potentially access the global
Internet. IPv6 is considered the long term solution for the
IPv4 address shortage problem, but the transition from
IPv4 to IPv6 is supposed to be very gradual. Therefore,
there will be a long time during which both protocol
versions will coexist. To facilitate transition, the IETF
has set up a work group called NGTRANS (Next
Generation TRANStion) which specifies mechanisms for
supporting interoperability between IPv4 and IPv6. This
paper describes a new approach for implementing mobile
networks with global Internet connectivity using
transition mechanisms. It consists in virtually assigning
IPv6 addresses to |Pv4 hosts without modifying end-user
devices by introducing a transparent gateway in the
mobile network. The mobile hosts with virtual 1Pv6
addresses ar e uniquely addressed through the global 1Pv4
Internet by using IPv6 addresses from the standard 6to4
addressing scheme or Fully Qualified Domain Names
(FQDN). This “ extended” transition mechanism permits
to deploy mobile networks with global Internet
connectivity without requiring public 1Pv4 addresses,
using legacy IPv4 user devices. The mobile hosts with
virtual IPv6 addresses can communicate to other hosts
with virtual 1Pv6 addressesor with “ true” IPv6 networks.

Keywords: Mobile IP, IPv6, Transition Mechanisms,
I P address shortage problem

1 Introduction

In this paper, we address the issue of implementing
MobileP[1] based networks using private | Pv4 addresses.
We found Mobile lPimplementationsin cellular networks
technol ogies such as GPRS (General Packet Radio Service).
Mobile IP can also be employed to provide seamless
roaming between wirelesslocal-area networks (WLANS),
or even acrossdifferent typesof infrastructures(i.e., WLAN
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and cellular networks) [2]. However, in order to provide
connectivity to the global Internet, one must consider the
shortage of IPversion 4 (1Pv4) addresses. The use of private
I Pv4 addresses[4] was considered atemporary solutionto
the IPv4 address shortage problem until anew addressing
scheme, |Pv6, would be adopted [5]. Private addresses are
not considered a final solution because they are not
uniquely addressable. That is, a host with a private |Pv4
address can start a session with ahost with apublic address,
using an address translation mechanism such as Network
Address Tranglation (NAT), but not the contrary [6].

| Pv6 solvesthis problem by offering avirtually unlimited
address space. However, there is expected to be a long
transition period during which it will be necessary for |Pv4
and | Pv6 to coexist and communicate. For thisreason, IETF
hasrecently published asignificant set of mechanismsthat
IPv6 hosts and routers may implement in order to be
compatiblewith |Pv4 hosts and routers. These mechanisms
are known as “Transition Mechanisms’ [7]. An overview
of the IETF published mechanisms is presented in this
paper. Then, a new mechanism that combines some
important features of the existing ones is proposed. Our
proposal alows to “virtually” assign IPv6 addresses to
I Pv4 hosts without any hardware or software modification
on end-user devices. The mechanism is based on the
introduction of a transparent gateway at the border of
private Mobile |P networks. This mechanism iscalled in
this paper “ Transparent |Pv6” (T1P6, for short). Themain
idea is to provide the benefits of 1Pv6 addressing while
minimizing the changesin the existing IPv4 infrastructure.
In fact, thismechanism could beimmediately implemented
in Mobile IP based networks. Even though the TIP6 uses
similar techniques employed by the transition mechanisms,
itaimsadifferent goal. The mainideaisnot just to permit
an | Pv4 host to communicate to an 1Pv6 host, but to permit
IPv4 hosts with private addresses to be uniquely
addressable thought the Internet. For these hosts, the use
of IPv6 protocol is completely transparent, leading to the
name “Transparent |Pv6”. TIP6 mechanism extends



Edgard Jamhour, Simone Storoz
and Carlos Maziero

Global Mobile IPv6 Addressing using
Transition Mechanisms

standard NAT implementations by permitting aprivate |Pv4
host in a TIP6 network to receive connections from |Pv4
hostsfrom other TIP6 networks, or from “true”’ 1Pv6 hosts
using the 6to4 addressing scheme. Then TIP6 can also be
considered a transition mechanism, because it also will
permit the coexistence of emerging | Pv6 implementations
with legacy 1Pv4 networks.

This paper is structured as follows. Section 2 reviews
several concepts related to implementing Mobile IP
networks using private | Pv4 addresses. Section 3 presents
a review of the current IETF published transition
mechanism. Section 4 evaluates the applicability of the
existing transition mechanisms with different Mobile IP
scenarios and defines the scenario for the mechanism
defined in this paper. Section 5 presents the concepts
required to introduce the TIP6 mechanism. Section 6
presents the TIP6 mechanism. Finally, section 7 presents
theemployment of Transparent IPv6in Mobile P networks.

2MobilelPwith Private Addresses

Thissection reviewsthe MobilePv4 standard, discusses
thelimitationsimposed by the use of private | Pv4 addresses
and defines the terminology used in the remaining of this
paper. All the examplesgivenin thispaper assumeacellular
network. However, the same idea can be easily adapted to
any type of mobile network based on Mobile IP.

2.1TheMobilel P standard

The Mobile IP standard [1] treats the problem that may
arise when a host changes its IP address during a
communication. A mobile host changes its IP address
because the IP protocol assumes that each IP network
identifier isrelated to agpecific physica network. For example,
when acellular device changesitsposition, it can potentialy
connect to another cellular cell (or a coverage area defined
by an access point) that is closer thanitshome cell. When it
happens, thiscellular device can potentialy be attached to a
different physical network (severa cellular cellsmay represent
the same physical network). If amobile host (e.g. acellular
device) connectsto another physical network, it must change
its IP address. Changing the IP address during a
communication sessionwill requirerestarting any gpplication
being executed in the mobile host.

Mobile IP solves this problem by using a tunneling
technique. In this approach, each mobile host has two IP
addresses. One address is related to its “home network”
(wherethe mobile host isregistered), and does not change
when the host changesiits position. The second addressis
related to a“foreign network”, and changes each time the
host attachesto adifferent physical network (refer to Figure
1). Thissecond addressis called COA (Care-Of Address).

The router attached to the mobile host at the foreign
network is called “foreign agent” (FA). The router at the
home network iscalled “ homeagent” (HA). The home agent
isaspecial router, responsiblefor authenticating the mobile
host, and keeping an internal table mapping the COA to
the home I P address of every mobile host it serves.
FA:Fadpn fgenl

HA: Home Agenl
WAT: WATF eval

. FOrEn Me Wk

Pruak Camer
e ik

ﬁnrlm e rerel
—— F

Tre mohle
deulce charges
Ik posl o

Figure 1. Simplified representation of a mobile IP network

Mobile IP specifies that is up to the mobile host the
responsibility of informing the home agent that it has
changed its COA.. For doing this, the mobile host sends a
“binding update” message to the home agent each time it
changes its COA. The message is delivered to the home
agent by the foreign agent. The binding update message
contains a digital signature allowing the home agent to
validate the binding request. For validating the digital
signature, the home agent must share a secret key with
each mobile host it serves. The secret keys and related
information are stored in an AAA (Authentication,
Authorization and Accounting) server. From anon-mobile
host viewpoint, amobile host isidentified by its home IP
address. Packets from the Internet are delivered to the
mobile host through atunnel that followsthe hostswhileit
changes its position and attaches to different networks.
Depending on the preferred implementation, this tunnel
can be created between the home agent and the foreign
agent, or between the home agent and the mobile host.
The tunnel is created by encapsulating the incoming
packets from the Internet, addressing the mobile host by
its home address, with an IP header that addresses the
mobile host by its Care-Of Address (COA). If thetunnel is
created only up to the foreign agent, then all the mobile
hosts served by the same foreign agent can share the same
COA. If the tunnel is created up to the mobile host, then
every mobile host must have their own COA. Pleaserefer
to [1] for more details about the Mobile IP standard
terminology and operation.
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2.2Using privateaddr esses

Private | P addresses are defined by RFC 1918 [4]. The
private |P addresses can be freely used inside a private
network, but they are not routable through the Internet.
The IP addresses reserved for private use are: 10.0.0.0/8,
172.16.0.0/16 and 192.168.0.0/16. Hosts with private IP
addresses can exchange information with other hosts
connected to the Internet “only” by using IP address
translators such as Proxy or NAT (Network Address
Trangdation) [6]. Many | P-enabled cellular networks operate
nowadays using private | Pv4 addresses. Figure 1 describes
a typical scenario where the Mobile IP network is
implemented using private addresses. This paper assumes
themobile I P clouds as being non-overlapped | Pv4 domains
connected by aprivate carrier network, i.e., the mobile hosts
are uniquely addressabl e within the same carrier network.
In this case, both the Home Address and the Care-Of
Address are private |Pv4 addresses. In a more complex
scenario, the mobile clouds would be private domains
connected by a public network. This scenario imposes
additional problemsto the Mobile | P standard and istreated
by [27].

In the scenario illustrated by Figure 1, deploying the
mobile IP clouds with private addresses does not impose
any limitation for communicationswithinthe samecarrier.
A problem arises only when the mobile host requires to
communicate through the Internet. In this case, amediator
such as NAT or Proxy is required to map the mobile host
private Home Address to a public address. The operation
principlefor both, NAT and Proxy, isalmost the same: they
replacethe private | P addressesin the packetsdelivered to
the Internet by their own public 1P addresses. Operating
thisway, they permit to use the same public | P address for
several devices (in general, thousands of private |P
addresses per public IP). Animportant limitation, however,
is that a host with a private |P address can act only as a
client, because its address is not visible by hosts outside
the private network.

NAT istypically implemented on routers. A NAT device
is usually seen as the default gateway for the hosts with
private | P addresses (i.e. NAT is application transparent).
NAT is almost independent of the application protocol
transported by the IP packets. Just the protocols that
transport the source addressin the datafield of the packet
present some problems for NAT operation [6]. Basicaly,
NAT can be implemented by two different mechanisms:
with or without port (TCP/UDP) translation. When port
tranglation is not implemented, the number of concurrent
sessions is limited to the number of public IP addresses
available. With port tranglation, in this case NAT is also
named PAT (Port Address Trand ation) or NAPT (Network
Address and Port Trandlation), a single public IP address
can be used to support thousands of concurrent private |P

46

sessions. Theoretically, one public IP address can be used
tomap about 63K private | P addresses (the number of TCP/
UDP ports excluding well known ports), considering one
connection per IP. In general, a NAT router uses a small
poll of public addresses that allows to map hundreds of
thousands private |1P addresses [9].

A proxy istypicaly implemented asan application server.
Therefore, a proxy is not client-transparent, because the
traffic transmitted by the host must be explicitly redirected
tothe proxy. Thisinconvenient can be somewhat minimized
by adopting the “ Transparent Gateway Approach”. In this
case, the default gateway is configured to redirect part of
the network traffic to the proxy, eliminating the need of
client reconfiguration. Proxies, however, have another
important limitation. They are very resource consuming
because they broke the client-server model, i.e., they can
lead to expensive hardwarein the case of carrier operators.

When using private IP addresses with NAT or Proxy
onemust consider that all mobile hostswill appear to other
Internet hosts asbeing the“ same computer”, because they
will usethe same | P address. Therefore, hostswith private
IP addresses can't be used as servers, because there’'s no
way toinitiate aconnection with them. Thislimitation can
be somewhat minimized by implementing a NAT variant
known asbi-directional or two-way NAT [9]. Bi-directional
NAT is used in conjunction with a DNS extension,
implemented as a DNS Application Level Gateway
(DNS_ALG) [10]. Inthismechanism, fully qualified domain
names (FQDN) identify hostswith private | Pv4 addresses.
When an external host queriesfor ahost namein aprivate
network, DNS_ALG triggers a NAT session on a hi-
directional NAT, mapping a public IPv4 address to the
private host. This dynamic mapped |Pv4 public addressis
then returned to the external host. It should be noted,
however, that bi-directional NAT requiresapool of public
IPv4 addresses. This solution is not intended to provide
bi-directional addressing to alarge number of 1Pv4 hosts,
but instead, for just a selected number of host that are
required to be externally addressed.

Private | Pv4 addresses can be used without restriction
for deploying WAP services because the WAP gateway
can act asaProxy for themobile subscribers[8]. Commercial
WAP Gateways include support to the “WAP Push”
service, enabling to start asession with amobile subscriber
by using aphone number, an user name or asimilar parameter
asauniqueidentifier. However, WAPisnot the only packet-
data service that can be deployed over a cellular network.
Tethered (i.e. the cellular isamodem for aportable computer)
and non-WAP embedded applications need another
mediator to access the Internet such as NAT or Proxy. The
same reasoning applies to a mobile device connected to a
WLAN.

Finally, one should conclude that private | P addresses
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and NAT/Proxy can’t be considered aslong term solutions
for deploying Mobile IP networks. New generation of
applications, such as IP telephony and push applications,
assume unique addressing and client “always on”
reachability.

3Transtion M echanisms

As stated in previous section, |Pv4 private addresses
allow deploying Mobile P networks of virtually unlimited
sized. However, hosts with private addresses can act only
as clients, i.e., they can’t receive a message from a host
they haven't initiated a connection before. To overcome
thislimitation, this section will evaluate the use of Internet
Protocol Version 6 (IPv6) addresses[5,11] asan alternative
to the private IPv4 addresses mechanism. IPv6 is
considered areal alternativefor solving the IPv4 shortage-
addressing problem because it can support a virtually
unlimited number of devices, by introducing a 16-byte
address space. However, |Pv4 and | Pv6 are not compatible.
That means that adopting |Pv6 will require changesin the
existing infrastructure, including end user’s and network
devices. To alow animmediate use of |Pv6 over an existing
IPv4 infrastructure, transition techniques should be
employed[7].

Several transition mechanisms have already been
published by IETF, and they are still under development.
An overview of these transition mechanisms is presented
inan |IETF Internet Draft reviewed periodically [12]. There
gtill no transition mechanism that could be used in any
situation. Each transition mechanism intends to solve
specific transition issues. In many situations, more than
onetransition mechanism should be used in order to allow
proper communication between IPv4 and IPv6 hosts and
routers[13].

As the work described in this paper is strongly based
on the existing transition mechanisms, a summary of the
most important mechanismswill be presented in thissection.
In order to facilitate the presentation of these mechanisms,
they have been classified in 4 groups. The classification
exposed here is for didactical purposes only; it is not
employed by IETF. The four groups are: Dual-Stack Host
Based Mechanisms, Translation Based Mechanisms,
Transport Layer Based Mechanismsand Tunneling Based
Transition Mechanisms. Next we present a summary of
each group of mechanisms and a table comparing their
main features.

3.1 Dual-Stack Host Based M echanisms

The dual stack approach is a straight-forward way to
assurethe coexistence of |Pv4 and IPv6 hosts. A dual stack
host has both an IPv4 stack and an | Pv6 stack implemented

inamulti-protocol network operating system. By selecting
the proper socket interface, the application chooses the
IPv6 or the IPv4 stack for network communication, i.e., a
dual stack approach requires existent | Pv4 applicationsto
berewritten using the IPv6 API [28].

For avoiding this problem, two solutions have been
proposed. Thefirst oneisnamed “Bump-In-The Stack”, or
BIS for short [19]. The BIS mechanism has three main
components, all of them integrated in the network operating
system: an “extension nameresolver”, an “ address mapper”
and a“trandator modul€e” based on SII T (StatelessIP/ICMP
Translation Algorithm) [20]. The BIS mechanism is
triggered when an 1Pv4 application queries a DNS server
that responds with an “AAAA record’. In this case, BIS
maps afake |Pv4 address (from afake | Pv4 address pool)
to the IPv6 address and returnsit to the application. When
the application sends the packet with the fake destination
address, the BIS mechanisms triggers the translation
module, replacing the | Pv4 header by the | Pv6 header with
the mapped address. A similar procedureistriggered when
an |Pv4 application receives a packet from an 1Pv6 host.
When the DNS server responds with an “A record”, no
translationis applied.

Allows communi-| Comments

cation between ...

A dual stack host| IPv4 applications need
and IPv4-only or|to be rewritten to have
IPv6-only hosts. | accesstothelPv6 stack.
Requires public 1Pv4
addresses.

Mechanism

Dual Stack

BIS A dual stack host| Requires special soft-
running BIS and| warerunning at the host
IPv4-only or IPv6- | that converts|Pv4 head-
only hosts ersto IPv6 headers.

BIA A dual stack host| Requires special soft-
running BIA and| warerunning at the host
IPv4-only or IPV6- | that converts| Pv4APls
only hosts to IPv6 APIs.

DSTM IPv6 domains with

Requires special soft-
dual. stack_hosts warerunning at the host
running DSTM and | 4y 5 pool of public

IPv4 only hosts||pya address.
through the I1Pv4

Internet.

Table 1: Dual-Stack Host Based Mechanisms.

Recently, asimilar approach called “ Bump-in-the-API”
(BIA) [21] has aso been published by IETF. The goal of
thismechanism isthe same of the BIS, but this mechanism
providesatransation method between |Pv4 and IPv6 APIS.
Thus, the goal is simply achieved without 1P header
tranglation.
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A third approach named DSTM (Dual Stack Transition
Mechanism) also uses a dual stack host [22]. This
mechanism however focuses a different issue. It aims to
allow dual stack hosts, connected to |Pv6-only networks,
to communicate to IPv4-only hosts in the Internet. For
allowing this, an IPv4 over IPv6 (4over6) tunneling
technique that encapsulates |Pv4 packets in the payload
of 1Pv6 packets is employed. The packets are sent to a
DSTM gateway, located at the border of the |Pv6 network,
that decapsulatesthe | Pv4 packetsand deliver them through
the Internet. In the DSTM approach, IPv4 addresses are
not permanently allocated to the dual stack hosts. Instead,
when a communication to an 1Pv4 only host needs to be
established, a DSTM server alocates a temporary 1Pv4
address to the dual stack host.

Table 1 presents a summary of the Dual-Stack Host
Mechanisms.

3.2 Trandation-Based M echanisms

Translation-based mechanisms are similar to
conventional NAT. But instead of mapping privateto public
addresses, they map IPv4 to IPv6 addresses. NAT-PT
(Network Address Translation - Protocol Tranglation) is
the most important example of trand ation-based mechanism
[26]. It enables communication between IPv6-only hosts
and IPv4-only hosts through the Internet. NAT-PT
combines address mapping, protocol trandation (SI1T) and
a DNS_ALG in order to support a bi-directional
communication between IPv4 and 1Pv6 hosts (see Figure
2). The DNS_ALG is an application specific agent that
worksin conjunction with the NAT-PT (whichisapplication
unaware). The DNS_ALG is capable of intercepting and
triggering events based on DNS messages that traverses
the NAT-PT gateway.
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Figure 2. NAT-PT operation scenario.
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In the NAT-PT approach, 1Pv4 hosts are represented
by 1Pv6 addressesformed by adding apre-configured prefix
totheir addresses (i.e., <PREFI X::/96><IPv4>). In order to
make |Pv6 hosts to properly address IPv4 hosts, the
DNS_ALG intercepts incoming DNS responses of “A”
records and replaces them by “AAAA” records,
automatically adding the prefix. Also, the pre-configured
prefix is advertised in the IPv6 domain by the NAT-PT
gateway (see Figure 2). Therefore, only the packets with
the pre-configured prefix areredirected to it.

A packet delivered from an IPv6 host to an |Pv4 host
followsthistypical sequence: the IPv6 hosts sends a packet
with the PREFIX::/96 added to the |Pv4 address. The NAT-
PT gateway has a pool of 1Pv4 public addresses. It maps
the IPv6 address of the host (source address) to an IPv4
addressfrom the poal, implementsthe | Pv6-to-1 Pv4 protocol
translation (using SIIT), and deliversthe packet to the |Pv4
host. When the NAT-PT gateway receives the packet
returned by an IPv4 host through a session already
established, it performsthereverse operation, i.e., converts
the I1Pv4 header into an IPv6 header by retrieving the
mapped address. In traditional NAT-PT only IPv6 hosts
caninitiate sessions. With bi-directional NAT-PT, sessions
can be initiated from both |Pv4 hosts and |Pv6 hosts. Bi-
directional NAT-PT isimplemented asabi-directional NAT
by using DNS _ALG, asexplainedinsection 2.2.

In order to avoid the requirement of a pool of public
IPv4 addresses, a NAPT-PT (Network Address and Port
Translation - Protocol Translation) approach can be
employed. Similarly to NAPT, NAPT-PT allows sharing a
single 1Pv4 public address among 63K simultaneous
connections. NAPT-PT is always unidirectional (IPv6 to
IPv4 hosts).

Table 2 presents a summary of the Translation Based
M echanisms.

Allows communi-| Comments

cation between ...

Mechanism

NAT-PT

IPv6 only hosts in
Ipv6 domains and
IPv4 only hosts
through the
Internet.

Requires a pool of pub-
lic IPv4 addresses. With
DNS_ALGS, it be-
comes bi-directional.

NAPT-PT

IPv6 only hosts in
IPv6 domains and
IPv4 only hosts
through the
Internet.

Similar to NAT-PT, but
employsNAPT instead
of NAT. Requires only
one IPv4 public ad-
dress, but is unidirec-
tional.

Table 2: Translation Based Mechanisms




Edgard Jamhour, Simone Storoz
and Carlos Maziero

Global Mobile IPv6 Addressing using
Transition Mechanisms

3.3Trangport Layer Based M echanisms

Similarly as a conventional proxy can map private to
public I Pv4 addresses operating above the network layer,
transition mechanisms can al so operate above the network
layer. The most evident example of translation at the
transport layer isthe SOCK S64 proxy [23]. SOCK S64 proxy
isan enhanced proxy that employsthe same approach than
the conventional SOCKS [24]. In fact, sites that already
use SOCK S-aware clients can be easily updated to enable
IPv4 hosts to connect to IPv6 hosts. For doing that, the
SOCK S gateway isimplemented asadual |Pv4/IPv6 stack
host. SOCK S64 uses a DNS trick to enable |Pv4 hosts to
address | Pv6 hosts: the SOCK Slibrary, implemented inthe
client, intercepts DNS queries and respondsthem with fake
IPv4 addresses. When the client calls the “connect API”,
the SOCK Slibrary replacesthefake P by theoriginal FQDN
and deliversthe IPv4 “socksified” packet to the proxy that
performsthe real DNS query. If the answer isan “AAAA
record”, the proxy opens a socket to the destination |Pv6
host using the IPv6 interface. Otherwise, it uses the |Pv4
interface. SOCK S64 isabi-directional solution becauseit
enables IPv4 hosts open sessions with IPv6 hosts and
vice-versa. However, the |Pv4 addresses are supposed to
be public. A problem with the socks approach is that it
breaks the client-server model, i.e., the proxy internally
maintai nstwo sockets, and thismay be aperformanceissue
when the network is under huge traffic.

A second mechanism called Transport Relay Transl ator
(TRT) operatesin asimilar way than SOCK S64 [25]. The
straight-forward use of the TRT mechanism is to enable
clients IPv6-only hosts to connect to servers IPv4-only
hosts without any software modification. For doing that,
TRT introducesin the network an intermediary devicethat
actsasatransport relay translator that respond for all IPv6
addresses with a dummy prefix (say C6::/64) in an IPv6
network. In order to address an 1Pv4 host, an |Pv6 host
must build afake | Pv6 address by adding the dummy prefix
to the IPv4 address of the destination host (the RFC
suggests to modify the client DNS resolver or to build a
special DNSimplementationin order to resolve | Pv4 names
with the dummy prefix). Consequently, the transport relay
intercepts all traffic addressed to |Pv4 hosts.

Similarly asthe SOCK S64 mechanism, the TRT opens
an |Pv4 TCP connection or sends UDP | Pv4 datagrams to
the 1Pv4 destination. Theoretically, TRT can also be
employed to permit 1Pv4 hosts to initiate connections to
IPv6 hosts, by using temporary mapped 1Pv4 addresses
on the IPv6 side, asimplemented inthe NAT-PT. TRT also
breaksthe client server model.

Mechanism Allows communi-| Comments
cation between ...
SOCK S64 IPv4 or IPv6 only| Requires special soft-
hosts running a|warerunning at thehost.
SOCKSLIB. Breaksthe client-server
model. Acts at the API
level.
TRT IPv6 only hosts to | Requires some sort of
IPv4 only hosts. | DNS modification.
Breakstheclient-server
model.

Table 3: Transport Layer Based Gateway Mechanisms

Table 3 presents a summary of the Transport Layer
Based Gateway Mechanisms.

3.4Tunneling Based M echanisms

The tunneling transition mechanisms support
connectivity of isolated IPv6 hosts or domains without a
full IPv6 network infrastructure. The basic solution consists
in encapsulating | Pv6 packetsinside | Pv4 payloads. IETF
has proposed several tunneling solutions. The three most
common examples of tunneling based mechanisms are
6over4, 6to4 and Tunnel Broker (see Table 4).

The 6overd mechanism [18] is a site local transition
mechanism also known as “virtual Ethernet”. It permits
isolated |Pv6 hosts and routers to communicate within an
IPv4 network. Because |Pv6 networks are strongly based
on multicast messages, the 6over4d mechanism defines a
mapping between 1Pv6 and |Pv4 multicast groups. These
IPv4 multicast groups are used for Neighbor Discovery
and stateless address configuration.

The 6to4 mechanism[16,17] permitsto interconnect | Pv6
isolated networks through the legacy Internet (IPv4). The
ideaisto embed |Pv4 tunnel addressesinto thelPv6 prefixes
so that any domain border router can automatically discover
the tunnel endpoints for outbound IPv6 traffic. The 6to4
mechanisms is used in this paper for implementing the
“Transparent IPv6” approach, and thus, it is presented in
detail insection 5.

Allows communi-| Comments

cation between ...

Mechanism

6overd

Isolated | Pv6 hosts
and routers within
IPv4loca domains.

Intra-site only. It does
not supply connectivity
to the global Internet.

6to4

Isolated 1Pv6 do-
mains through the
Internet.

Uses a special address
space already defined
by IANA.

Tunel Broker

Isolated | Pv6 hosts
or domains and
I Pv6 backbones.

The IPv6 addresses are
supplied by the tunnel
broker.

Table 4: Tunneling Based Transition Mechanisms
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A third tunneling based solution proposed by IETF is
called Tunnel Broker [14]. The Tunnel Broker approach
automates the process of creating tunnels for connecting
isolated IPv6 hosts or isolated IPv6 domains to I1Pv6
backbonesthrough the Internet. The Tunnel Broker defines
a client-server model. The client of the Tunnel Broker
serviceisadual-stack |Pv6 node (host or router) connected
tothe IPv4 Internet. The server side hastwo components:
a Tunnel Broker and one or more Tunnel Servers. The
Tunnel Servers are dual-stack routers connected to the
global Internet and to IPv6 backbones. They are the end
points of the tunnels. The Tunnel Broker roleisto receive
the requests from the clients and redirect them to the
appropriate Tunnel Server by returning the configuration
information for creating the tunnel. The IPv6 addresses
used in both sides of the tunnel are supplied by the Tunnel
Broker.

4. MobileNetwor ksand Transition M echanisms

Transition Mechanisms are already considered an
important alternative for implementing large mobile
networks. For example, the 3GPP (3G Partnership Project)
has specified the use of |Pv6 and defined several scenarios
where transition mechanismswould be useful [3].

In afirst scenario, mobile devices are dual-stack hosts
connected to mobile networks with both IPv4 and IPv6
support. Here, dual-stack transition mechanisms, such as
BISorBIA, permit thereuse of existing | Pv4 applications.
Considering the IPv4 address shortage problem, BIS and
BIA have a strong disadvantage of requiring public |Pv4
addresses when the dual-stack host uses the 1Pv4 stack.
Inthisscenario, DSTM would beamoreinteresting solution
becauseit permitsto deploy an | Pv6-only maobile network
and offers a mechanisms for temporarily alocating 1Pv4
public addresses to mobile hosts when required.

In asecond scenario, mohiledevicesare | Pv6-only hosts
in isolated IPv6 mobile domains connected to the IPv4
Internet. In this case, NAT-PT could be used to permit the
mobile hoststo access | Pv4 hostsin the Internet. NAT-PT
has the disadvantage of requiring a pool of public IPv4
addresses. NAPT-PT does not require a pool of addresses
but isunidirectional. Thetransport layer based mechanisms
such as SOCKS64 and TRT could also be considered.
However, these mechanisms are very resource consuming
because they break the client-server model.

A third scenario would also have IPv6-only mobile
devicesin isolated |Pv6 mobile domains connected to the
IPv4 Internet. The issue here, however, is to permit the
communication between the |Pv6-only hosts through the
Internet. That'sisthetypical scenario for tunneling based
transition mechanisms such as 6to4 and Tunnel Broker.
The 6to4 mechanism is more suited for building 1Pv6
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extranetsover thelegacy Internet. The Tunnel broker offers
a better solution for connecting isolated |Pv6-hosts or
domainsto an IPv6 backbone.

The solution proposed in this paper considers afourth
scenario where the mobile devices are legacy 1Pv4 hosts
that cannot be upgraded to support dual-stack or IPv6. In
thisscenario, the mobile networks are private |Pv4 domains
connected to the IPv4 Internet. The basic idea is to use
IPv6 address as global unique identifiers to hosts with
private IPv4 addresses. As seen before, transition
mechanisms can be used to map 1Pv4 addresses to |Pv6
addresses, in many cases without software modification.
Tunneling techniques permit to transport 1Pv6 packets
through the legacy IPv4 Internet. By combining these
solutions, this paper proposes a technique that acts at the
same time as a transition mechanism, allowing
communication between | Pv4 and | Pv6 hosts, but also asa
solution to address hosts with private |Pv4 address from
the Internet.

The solution proposed in this paper is strongly based
on the 6to4 transition mechanism exposed in the next
section. A transparent gateway similar to NAT-PT integrated
withDNS-ALGisalso employed.

5Dynamictunnelswith the 6to4 mechanism

The 6to4 transition mechanism allowstransporting | Pv6
packets in the payload of 1Pv4 packets using dynamic
tunnels. This mechanism does not work with any 1Pv6
addresses. IANA has reserved a specific block of IPv6
addressesfor supporting this mechanism. Before explaining
how it can be done, it is convenient to examine how the
I Pv6 address spaceisorganized [11].

The IPv6 address space has been segmented in order
to support different types of addresses. Theleading bitsin
the address indicate the specific type of an 1Pv6 address.
The variable-length field comprising these leading bitsis
called the Format Prefix (FP). Most of the IPv6 address
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Figure 3. Aggregatable Global Unicast Address
Format and 6to4 scheme.
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spaceisstill unassigned. However, oneimportant segment
of addresses called AGGR - “Aggregatable Global
Unicast” - has been already defined. This segment
represents 1/8 of the full IPv6 address space. An AGGR
address have a standard format, as shown in Figure 3.
Pleaserefer to[15] to an accurate description of theAGGR
address fields.

TheTLA (Top Level Aggregation Identifier) field isused
to segment the AGGR address space into smaller blocks.
That permits | ANA to allocate blocks of AGGR addresses
to specific entities. IANA is supposed to assign these
blocks to IPv6 Autonomous Systems that offer transit
traffic, such as huge backbones. However, IANA reserved
one TLA block to aspecial address scheme called 6to4. Its
numeric valueis0x0002, i.e., 2002::/16 when expressed as
an IPv6 address. Figure 3 also shows the 6to4 scheme
address format. The 6to4 scheme permits the creation of
dynamic tunnels intended to transport 1Pv6 packets over
an existing 1Pv4 infrastructure. Figure 4 explains this
principle.
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Figure 4. Dynamic tunnels with 6to4 scheme.

To implement the 6to4 scheme, an 1Pv6 network must
have at |east one public |Pv4 address, referred asV4ADDR.
The V4ADDR is the IPv4 address of the router interface
that connects the IPv6 network to the Internet. The other
router interface, attached to the | Pv6 network, hasan IPv6
address. Thisrouter (referred as 6to4 router) must support
the 6to4 addressing scheme by dynamically tunneling the
IPv6 packets forwarded to the Internet [16,17]. The
tunneling technique consists in encapsulating an |Pv6
packet in an |Pv4 packet using the IPv4 protocol type 41,
as defined in the Transition Mechanisms, RFC 2893 [7].
The 6to4 router can discover the 6to4 tunnel endpoint by
checking the V4ADDR field from the IPv6 destination
address. This enables the router to dynamically create the
tunnel without previous configuration. The 6to4 tunnels
are stateless, because all information required for creating
the tunnelsis extracted from the packets.

7 Transparent | Pv6 M echanism

This section presents a mechanism for assigning 1Pv6
addressesto | Pv4 deviceswithout any hardware or software
modification. This mechanism is called in this paper
“Transparent IPv6” (TIP6, for short). The T1P6 mechanism
is a combination of the IETF 6to4 tunneling mechanism
and a translation based mechanism. The main idea is to
providethe benefits of | Pv6 addressing without introducing
changes in the existing IPv4 infrastructure. In fact, this
mechanism could be immediately employed in Mobile IP
networks for assigning 1Pv6 addresses to existing mobile
devices without any software modification.

7.16t04 AddressMapping

Inthe T1P6 mechanism, mobile hostswith private|Pv4
addresses are mapped to | Pv6 addresses as shown in Figure
5. TheIPv6 addressbelongsto the TLA block 2002::/16, in
accordance with the 6to4 scheme. The interface identifier
field is defined using the |Pv4 address as the lower order
32 bits. Even though there is no restriction imposed to the
identifier in the TIP6 mechanism, the higher order 32 bits of
theinterfaceidentifier are kept zero to conformto existing
standards[18]. For most implementations, SLA ID canalso
bekept equal to zero. The SLA 1D field will berequired only
for very large networks that have overlapped private | Pv4
address spaces.

The IPv4 hosts are addressed using Fully Qualified
Domain Names (FQDN). |Pv4 hosts must havetheir names
registeredinaDNS server using IPv6 AAAA records. For
example, a host with 1P 10.1.2.3 should have an AAAA
record mapping itsnameto 2002:<V4DDR>::<10.1.2.3>.
Note that the mapped IPv6 address is a global identifier
that can be used by external hosts to uniquely address any
host in the network.

2002:%4DDR:IPvdAddre ss

16 32 16 32 32
|2|:u:|2| Y4 2DDR | ] | ] IPwd Addre=s
S -
! "
SLA D Interface ldentifier

Figure 5. IPv6 address mapping to IPv4 addresses
in TIP6 mechanism.

7.2 Operation Description

The Transparent |Pv6 mechanism is implemented by
combining the 6to4 tunneling technique described in the
section 6 with one-to-one mapping between | Pv4 and | Pv6
addresses (similar to the NAT-PT transition mechanism).
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Lets consider two scenarios in order to describe the
operation of the TIP6 mechanism.

The first scenario (Figure 6) shows a private |Pv4
domain and an IPv6 domain (more precisely, a6to4 domain)
connected by the global Internet. The key element in the
TIP6 mechanismisthe “Transparent 6to4 Gateway” (TIPG,
for short). The TIPG is a dual homed host developed
specifically for supporting our proposal. One interface of
TIPG isconfigured with aprivate |Pv4 address. The other
interface must have apublic registered | Pv4 address, used
as the VAADDR for creating dynamic tunnels with 6to4
standard compatible routers or other TIPG gateways.
Besides creating the 6to4 tunnels, TIPG isresponsible for
dynamically assigning temporary 1Pv4 addresses to
represent |Pv6 hostsin foreign networks. To configure the
TIPG, the network administrator must define an “1Pv4
Foreign Address Pool”, with private |Pv4 addresses that
are not used in theinternal network. Because the mapping
is not permanent, the pool size defines the number of
concurrent sessions that can be handled by the TIPG. The
TIPG must be configured also asaDNS server for themobile
hosts. When TIPG receives aDNS query from an internal
client, it maps atemporary |Pv4 address representing the
foreign IPv6 server (i.e., similartoaDNS _ALG, but TIPG
does not intercept all packets in the network). This IPv4
addressisreturned to theinternal client that buildsasimple
IPv4 packet and deliversit to the network. TIPG requiresto
intercept only the packets which destination address
belongs to the foreign address pool.

In the scenario of Figure 6, the |Pv4-only hosts address
the IPv6 only hosts using temporarily mapped addresses
from aforeign address pool configured in the TIPG. The
IPv6-only hosts address the IPv4-only hosts using the
IPv6 mapped address as shown in the Figure 5.
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Figure 6. Transparent IPv6 (TIP6) First Scenario.
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The second scenario (Figure 7) showstwo private |Pv4
domains connected by the global Internet. Thisscenariois
similar to the previous one because the hosts with private
IPv4 addresses are seen by the foreign world as “virtual”
IPv6 hosts. Then, the hostsin domain A address the hosts
in domain B using temporarily mapped addressesfrom the
foreign address pool configured inthe TIPG in domainA.
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Figure 7. Transparent 1Pv6 (TIP6) Second Scenario.

Similarly to NAT, TIPG keepsaninternal table mapping
foreign IPv6 addresses to dynamically assigned private
IPv4 address. Figure 8illustrates this mapping table. Note
that both, “true” 1Pv6 hosts and “mapped” |Pv6 hosts are
seen by internal 1Pv4-only hosts as |Pv4 hosts with
addresses belonging to the foreign address pool.
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Figure 8. IPv4 mapping of foreign IPv6 hosts in TIP6.

When transmitting, TIPG performs two sequential op-
erations on each packet. First, it converts the IPv4 packet
into an 1Pv6 packet using a NAT-PT approach. Second, it
tunnels the packet adding an 1Pv4 header. These opera-
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tions areillustrated in Figure 9. At the foreign network a
similar operationisperformed. The TIPG inthe destination
network de-tunnels the incoming packet and performs a
NAT-PT operation, building an |Pv4 packet with an IPv4
private address temporarily mapped to the client’s |Pv6
address. The reply from the server is also illustrated in
Figure8.

Gtod Dynamic Mapping Table

IFwct fs = IFuii s

Client Regquest

Gitod Cyrnamic bapping Table

Fud fo = IFu_d

| IPveh_ic |IP1-4_fs | paylead |

|::> |V4ﬁDD R o |V%DDR_5|IP16_¢|IPuﬁ_slpaylnad| |:I'f;> |IPu4_fc| IFvd i " payload |

1
!
I
!
'
1
TIFG

Fv} Private
Cram ain

IPweh i %

| pa

Frouter

T4ALDE, ¢

% 1P is

IP
! IPwd Private
[P [ a Domain
R auter H ;
l :
I
]
i
TADDE, i
i
1
i
1

|IPu4_fs " [Pk ic | payload |

<:| |V4P-DD Rs ||v4ADDH_c||Puﬁ_s||Puﬁ_¢| payle ad | <:| |IF'w4_is | 1Pl fo | payle ad |

Server Response

Figure 9. Translation and tunnelling in TIP6.

The symbolsused in Figure 9 are explained in Table 5.

Symboal Description

IPv4 ic: Internal client private | Pv4 address.

IPv4 fs: I Pv4 address temporarily mapped to the
address of the foreign server.

IPV6_s: IPv6 address of the foreign server (found
by DNSresolution).

IPv6_c: IPv6 address of theinternal client (built
by combining the |pv4 address and
V4ADDR).

IPv4 is Internal server private |Pv4 address.

IPv4 fc: I Pv4 address temporarily mapped to the
IPv6 address of the foreign client.

VAADDR_c:| IPv4 address of the TIPG intheclient’s
network.

VA4ADDR_s.| IPv4 address of the TIPG in the server’s
network.

Table 5: Legends for Figure 9.

7.3Algorithms

Figure 10 describesthe procedurein the TIP6 approach
when an 1Pv4 host sends a packet to aforeign IPv6 host.
There are two situationsto consider: theinternal IPv4isa
clientinitiating acommunication with an |Pv6 foreign server;
or the internal IPv4 host is a server answering a request
from an IPv6 foreign client. Observe that, in this last
situation, the mapping tableisupdated when the requisition
arrives from the foreign host.

Figure 11 describesthe procedurewhen aninternal |Pv4
host receives a packet from a foreign IPv6 host. Again,
there are two situations to consider: the foreign |Pv6 host
is aclient initiating a communication with an 1Pv4 local
server; or the foreign IPv6 host is a server answering a
request to an internal IPv4 client. Observe that in this last
situation, the mapping table was updated when the internal
client resolved the FQDN of the external server, asdescribed
in the procedure for transmitting a packet in Figure 10.
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Figure 10. Procedure for transmitting a packet in TIP6 .

IPvd Host TIPG DME Sernver
1
: Find the [P w6
DHS Ind e DS que
Initiate a Send aDNS | | i address — Fgmll ttl':I "
i resalution
Camm m uni cation ﬁl';el_%tg Nm;ﬂ;'g mr‘;ﬁzﬁ? gg?ﬁ to DM= response
Wthsz:f;eign destination host *




Edgard Jamhour, Simone Storoz
and Carlos Maziero

Global Mobile IPv6 Addressing using
Transition Mechanisms

[Pvd Fouter

TIPG

[Py 4 Host

Tunneled

Forward

packet
tunneled packet

De-tunnels the packet and
gxtracts the IPvE packet.

to TIPG

s the source
IPvE address
already
mapped?

Select an IPv4 address from the F oreign
Address Pool,

Map the IPv4 address to the source Py
address in the dynamic allocation table.

Build the IPv4 packet using the 1Pv4
address mapped to the [Py source

F orward the packet
to the IPvd host.

Feceive the

IPvd packet
| |Pyd packet

Figure 11. Procedure for receiving a packet in TIP6 .

8 Trangparent IPv6in Mobile Networks

This section explains how the “Transparent |Pv6”
(TIP6) can be used to deploy very large wirel ess networks
without IPv4 provisioning. Asseeninthe previous sections,
the TIP6 mechanism permits to assign IPv6 addresses to
IPv4 hosts without modifying existing user’s devices or
network elements. TIP6 isimplemented in awirelessnetwork
by connecting a “Transparent 6to4 Gateway” (TIPG) to
the home agent, asshow in Figure 12. In thisconfiguration
the TIPG must be configured as the DNS server for the
mobile devices, but not the default gateway. The default
gateway istheforeign agent, as specified by the Mobile IP
standard. The T1P6 mechanism requires an additional route
to be configured in the home agent. This route directs all

packetswith destination addresses belonging to theforeign
addresspool tothe TIPG. All other packets can be delivered
directly tothefirewall.

Observe that the standard NAT mechanism can still be
used to permit the mobile devicesto access | Pv4 networks
that do not implement the TIP6 mechanism. The TIP6
mechanism permits mobile devices connected to different
carrier networkstointercommunicate. For implementing this
itisrequired to deploy TIP6 in both carrier networks (see
Figure 12). Observethat TIP6 permitsthat carrier networks
use overlapped private |Pv4 addresses. Therefore, it isnot
required any type of previous agreement between the carrier
operators.
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All examples given previously assume that the IPv6
network is implemented using the 6to4 address space.
However, RFC 3056 [17] definesal so thefigure of a“ router
relay”. A router relay isa6to4 router configured to support
transit routing between 6to4 addresses and native 1Pv6
addresses. Future works are required to evaluate the use
of router relayswith the TIP6 mechanism in order to permit

addressing any type of 1Pv6 domains.

9Conclusion

This paper presented a new mechanism to manage the
problem of shortage of globally unique | Pv4 addressesfor
Mobile IP. This mechanism is called “Transparent |Pv6”
(T1P6, for short). Themain ideaisto providethe benefits of
IPv6 addressing without introducing significant changes
intheexisting IPv4 infrastructure. The TIP6 mechanismis
acombination of the | ETF 6to4 tunneling mechanismand a
tranglation based mechanism. We have shown that the T1P6
mechanism extends the standard NAT functionalities by
permitting amobile host to receive connectionsfrom other
mobile or fixed hosts connected to the Internet. An IPv4
host in a TIP6 network can communicate with other TIP6
networks or with “true” IPv6 hosts using the 6to4
addressing scheme. Thisfeaturewill permit the coexistence
of emerging |Pv6 Mobile | P implementations with legacy
IPv4 Networks. Future works are required to evaluate the
use of 6to4 relay routers with TIP6, in order to permit
addressing native IPv6 domains.
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