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The future is coming: promising perspectives regarding the 
use of machine learning in renal transplantation

O futuro está chegando: perspectivas promissoras sobre o uso de 
machine learning no transplante renal

Introdução: A predição de resultados pós-
-transplante é clinicamente importante e 
envolve vários problemas. Os atuais mo-
delos de previsão baseados em padrões es-
tatísticos são muito complexos, difíceis de 
validar e não fornecem previsões precisas. 
Machine Learning, é uma técnica estatísti-
ca que permite que o computador faça pre-
visões futuras usando experiências anterio-
res, está começando a ser usada para resol-
ver essas questões. No campo do transplan-
te renal, o uso da previsão computacional 
foi relatado na predição de rejeição crônica 
de aloenxerto, função tardia do enxerto e 
sobrevida do enxerto. Este artigo descreve 
os princípios e etapas de machine learning 
para fazer uma previsão e realiza uma bre-
ve análise das aplicações mais recentes de 
seu uso na literatura. Discussão: Existem 
evidências convincentes de que as abor-
dagens de machine learning baseadas nos 
dados do doador e do receptor são melho-
res para proporcionar melhor prognóstico 
dos resultados do enxerto do que a análise 
tradicional. As expectativas imediatas que 
emergem dessa nova técnica de modela-
gem de previsão são que ela gerará melho-
res decisões clínicas baseadas em dados de 
práticas dinâmicas e locais e aperfeiçoará a 
alocação de órgãos, bem como o gerencia-
mento de cuidados pós-transplante. Apesar 
dos resultados promissores, ainda não há 
um número substancial de estudos para 
determinar a viabilidade de sua aplicação 
em um cenário clínico. Conclusão: A for-
ma como lidamos com dados de armazena-
mento em prontuários eletrônicos de saúde 
mudará radicalmente nos próximos anos 
e a machine learning fará parte da rotina 
clínica diária, seja para prever resultados 
clínicos ou sugerir um diagnóstico baseado 
na experiência institucional.

Resumo

Palavras-chave: Aprendizado de Máquina; 
Transplante de Rim; Modelos Estatísticos.

Introduction: The prediction of post 
transplantation outcomes is clinically 
important and involves several problems. 
The current prediction models based on 
standard statistics are very complex, dif-
ficult to validate and do not provide ac-
curate prediction. Machine learning, a 
statistical technique that allows the com-
puter to make future predictions using 
previous experiences, is beginning to be 
used in order to solve these issues. In the 
field of kidney transplantation, computa-
tional forecasting use has been reported 
in prediction of chronic allograft rejec-
tion, delayed graft function, and graft 
survival. This paper describes machine 
learning principles and steps to make a 
prediction and performs a brief analysis 
of the most recent applications of its ap-
plication in literature. Discussion: There 
is compelling evidence that machine 
learning approaches based on donor and 
recipient data are better in providing 
improved prognosis of graft outcomes 
than traditional analysis. The immediate 
expectations that emerge from this new 
prediction modelling technique are that 
it will generate better clinical decisions 
based on dynamic and local practice data 
and optimize organ allocation as well as 
post transplantation care management. 
Despite the promising results, there is 
no substantial number of studies yet to 
determine feasibility of its application in 
a clinical setting. Conclusion: The way 
we deal with storage data in electronic 
health records will radically change in 
the coming years and machine learn-
ing will be part of clinical daily routine, 
whether to predict clinical outcomes or 
suggest diagnosis based on institutional 
experience.
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Introduction

Machine learning is a statistical technique that allows 
a computer to make future predictions based on expe-
riences. Conventional statistics are structured in com-
parisons with samples based on a known distribution 
to judge whether differences in data support the exis-
tence of an effect in the population they represent. 
Ronald Fisher established that a probability of less 
than 5% is statistically significant or, in other words, 
that the sample studied differs from the population (p 
= 0.05)1. Fisher’s early work was based on calculation 
of the standard deviation, which assumes that data 
are normally distributed. The normal distribution is 
represented as a bell-shaped curve, with the mean in 
the top of the bell and the “tails” falling off at the 
sides. Standard deviation is simply the “average” of 
the absolute deviation of a value from the mean and 
is a measurement of uncertainty. Therefore, this for-
mal statistical approach considers that samples ha-
ve a normal distribution, also known as parametric 
model. The next step in formal statistics is to make 
comparisons by using a known distribution (Student 
t-test, Fisher’s or chi-squared distribution). 

Machine learning, on the other hand, uses main-
ly nonlinear models, which are less dependent on the 
type data distribution. Some examples are decision 
trees, artificial neural network, k nearest neighbor’s 
algorithm, and support vector machines2. The main 
differences between these two strategies is that con-
ventional statistics seek to find differences between 
samples while machine learning is aimed at creating 
models that can predict future events. Machine lear-
ning techniques are focused on the importance of the 
predictor and the targeted response instead of turning 
it only to statistical analysis for p values. 

Steps involved in machine learning can be summa-
rized as data acquisition, cleaning and preparation, 
modeling, and deployment2. The first steps involved 
in data acquisition can be done automatically by 
using existing databases. For the second step, data 
management procedures such as removal of nonre-
levant variables, data instantiation, missing data im-
putation, outlier removal, and selection of the most 
important variables (predictors), are usually done in 
preparation for the modeling stage. In the last step, 
several models are designed to predict the response; 
those that incorporate the best prediction algorithms 
are selected and their results are combined (ensemble 
model). Generally, a model is constructed with 70% 

of all available data, which is called “training,” and 
the remaining 30% is test data (not used in model 
assembly). The test data are used in order to validate 
the model and avoid overfitting, defined as the pro-
duction of an analysis that corresponds too closely to 
a particular set of data.

Application

Because many factors influence the course of a disea-
se, accurate prediction of whether treatment will re-
sult in one or more disease outcomes by using formal 
statistical patterns is difficult. New approaches, such 
as the use of data mining techniques, can improve 
precision and accuracy in predicting results of diffe-
rent types of treatment, with simultaneous considera-
tion of several factors as well as complex interactions 
occurring between them. Machine learning, which is 
a major technical basis for data mining, provides a 
method for extracting information from raw data wi-
thin medical records3.

Bihorac et al. recently reported a machine learning 
application in the medical field4. In a single center 
cohort of 51,457 patients, researchers developed and 
validated an algorithm (MySurgeryRisk) to predict 
probabilistic risk scores for 8 postoperative complica-
tions (acute renal injury, venous thromboembolism, 
intensive care admission for more than 48 hours, me-
chanical ventilation for 48 hours, wound, neurologic 
and cardiovascular complications, and death up to 
24 months after surgery) by using only clinical da-
ta stored in institutional health electronic records4. 
Development of the algorithm consisted of two stages 
classified as data transformer and data analytics. The 
data transformer step integrated the available data 
(demographic, preoperative, socioeconomic, admi-
nistrative, medical, pharmaceutical, and laboratory 
variables) so that the data pre-processing procedure 
and model selection could be performed posteriorly 
to optimize data analysis. The data analytics step used 
several computational algorithms to calculate risk 
probabilities for postoperative surgery and mortali-
ty for an individual patient. Finally, MySurgeryRisk 
was submitted to crossvalidation, that is, a model was 
tested in 250 different and randomly selected cohorts 
composed of patients within the sample (a total of 
10,291 patients in each validation cohort). The results 
showed a predictive power for the 8 complications 
ranging from 0.82 to 0.94 (99% confidence interval 
[CIs], 0.81 to 0.94); for death, the risk at different 
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time periods after surgery ranged from 0.77 and 0.83 
(99% CI, 0.76 to 0.85)4.

In renal transplantation, establishing an associa-
tion with clinical outcomes is even more difficult than 
in everyday clinical practice because of the high com-
plexity of the treatment. An exhaustively studied issue 
is the prediction of long-term graft survival5-7

Over the past few decades, even though improve-
ments in immunosuppressive therapy have significantly 
reduced acute rejection rates and increased short-term 
graft survival, substantial benefits in long-term survival 
did not occur. Speculated causes include influence of 
new donor and recipient profiles; however, so far, fac-
tors that contribute to this observation are not well de-
fined, as is the ability to make a precise prognosis and 
predict duration of the transplant6-8. The current mo-
dels of long-term graft survival are limited by multiple 
factors, including: dependence on pre-transplant fac-
tors, without consideration of immunologic factors;6-10 
the relatively small sample sizes used to construct the 
models;8-10 and failure to accurately use censored pa-
tient data6-10. In addition, the observation time of the 
existing models is relatively short, whereas a long ob-
servation period would be essential to predict the long-
-term survival of the graft6,7.

In this context, Yoo et al. assessed the use of ma-
chine learning techniques to predict graft survival11. 
By applying data mining methods combined with sur-
vival statistics, the researchers constructed predictive 
models of graft survival that included immunologic 
factors as well as known variables of receptors and 
donors, following a method similar to the construc-
tion of the algorithm previously described. For that 
purpose, they used a retrospective data analysis from 
a multicenter cohort study of 3,117 patients and 
analyzed the predictive power of a joint learning algo-
rithm. Subsequently, results were compared with tho-
se from conventional models. The analysis by a con-
ventional tree model found that association of serum 
creatinine level 3 months after transplantation using a 
graft failure rate of 77.8% had a 0.7 concordance (an 
index that measures how well the model discriminates 
between different responses, that is, between the ex-
pected response and observed response). Interestingly, 
the use of a survival decision tree, another standard 
model from a data mining method, increased the con-
cordance of the prediction in relation to the first al-
gorithm (agreement of 0.8), including the incidence of 
acute rejection in the first year after transplantation11.

Further attempts have been made to use machi-
ne learning tools for data mining in order to predict 
long-term graft survival. Among these attempts, a 
good correlation between predicted graft survival 
and the observed 10-year survival rate calculated 
from survival data in the United States Renal Data 
System was identified using decision tree modeling6. 
In another modeling study that used data from 
1542 kidney transplant recipients from the Dialysis 
and Transplantation Registry of Australia and New 
Zealand, the success or failure of a transplant was 
predicted with an accuracy of 85% using artificial 
neural networks9. Bayesian classifiers were able to 
predict the success or failure of the transplant with 
accuracy of 97%. However, prediction accuracy of 
long-term graft survival duration was lower in 68% 
of the studies10.

Discussion

The consensus of most authors cited in these previous 
studies is similar: despite fair findings in highly repre-
sentative patient groups, further research is needed to 
externally validate this approach, determine feasibi-
lity of its application in a clinical setting, and assess 
whether its use could lead to better results compared 
with current practices. Still, such studies consider that 
machine learning methods could provide flexible and 
workable tools to predict outcomes involving multi-
ple variables.

Undoubtedly, evidence exists on the benefit deri-
ved from these computational techniques in the medi-
cal field, but how this evidence can be implemented in 
the medical routine and, more specifically, in manage-
ment of renal transplantation receptors, is still uncle-
ar. In addition, what areas should these new studies 
address? Answers to these questions would include 
generation of clinical decisions based on dynamic and 
local practice data, as well as optimization of organ 
allocation and post-transplantation care.

Currently, many clinical decisions are often based 
on the physician’s experience and intuition5. These 
common practices have led to errors and excessive 
medical costs that affect the quality of the service pro-
vided for patients. Machine learning methods could 
help generate patterns of evolution based on large lo-
cal and multicenter data sets, which would be very 
useful to improve quality of clinical decisions. Today, 
a wealth of data is readily available in hospital elec-
tronic medical records and large national databases, 
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such as those maintained by the United Network for 
Organ Sharing (UNOS), which is remarkably comple-
te, and is currently not being used to benefit patients5. 
This kind of analysis could provide targeted care to 
particular types or subpopulations of patients at in-
creased risk for graft loss or death. This application 
was shown to some extent by Taber et al., who found 
that in a risk analysis, dynamic data at the patient 
level improved accuracy of prediction for rehospitali-
zation within 30 days after kidney transplantation12.

An even better possibility would be to develop a 
targeted organ allocation scheme that would focus on 
post-transplant outcome as a measure of performan-
ce13. The whole process would be based on transplant 
optimization to ensure that transplant would be per-
formed only on patients who would have long-term 
benefit. Much of this need arises from the fact that, 
because of the scarcity of donor organs5-7, there is an 
increasing requirement for the development of effec-
tive and efficient procedures to select the ideal organ 
recipient and guarantee maximum possible survival. 
In the future, a new tool based on such techniques 
could be designed to assist in the complex decision-
-making process used to identify good transplant can-
didates for specific features of available kidneys.

Several predictive modeling techniques could be 
employed for the statistical components of the dis-
cussion such as machine support vectors, artificial 
neural networks, Bayes classifiers, and regression 
trees6-10 in order to develop predictive models and 
extract the most useful variables in a sensitivity 
analysis by using the best performance model (su-
ch as shown in previous studies). Survival analysis 
could be estimated using regression models based 
on data collected from candidates and donors (su-
ch as the Cox proportional hazards regression mo-
del); this would provide information on the survi-
val benefit that a given transplant could provide 
to a patient. A critical prognostic index could be 
conceived, which would classify patients who un-
dergo transplantation in terms of several risk cate-
gories (low, medium, and high), among many other 
possibilities13.

Conclusion

A large volume of information exists in digitized for-
mat in electronic health databases. The next challenge 
is how to provide useful analysis of this information. 
Machine learning seems to be the most viable option 
for such analysis. The way that health professionals 
deal with hospital data will radically change in the 
coming years, and this trend is highly relevant for cli-
nical and surgical decisions that are based on compu-
tational patterns obtained from each local practice.
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