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PRACTICAL SCENARIO

A secondary analysis(1) of a study designated “Integrating 
Palliative and Critical Care,” a cluster randomized trial, 
was conducted to explore differences in receipt of 
elements of palliative care among patients who died in 
the ICU with interstitial lung disease (ILD) or COPD in 
comparison with those who died of cancer. The authors 
used two methods of multiple regression analysis: linear 
regression to estimate the impact of COPD and ILD, in 
comparison with that of cancer, on the length of ICU 
stay, and logistic regression to evaluate the effects of 
COPD and ILD on the presence or absence of elements 
of palliative care. All regression models were adjusted for 
confounders (age, sex, minority status, education level, 
among others) of the association between the patient 
diagnosis and palliative care outcomes.

INTRODUCTION

Linear and logistic regressions are widely used statistical 
methods to assess the association between variables in 
medical research. These methods estimate if there is an 
association between the independent variable (also called 
predictor, exposure, or risk factor) and the dependent 
variable (outcome).(2)

The association between two variables is evaluated 
with simple regression analysis. However, in many 
clinical scenarios, more than one independent variable 
may be associated with the outcome, and there may be 
the need to control for confounder variables. When more 
than two independent variables are associated with the 
outcome, multiple regression analysis is used. Multiple 
regression analysis evaluates the independent effect of 
each variable on the outcome, adjusting for the effect of 
the other variables included in the same regression model.

WHEN TO USE LINEAR OR LOGISTIC 
REGRESSION?

The determinant of the type of regression analysis to 
be used is the nature of the outcome variable. Linear 
regression is used for continuous outcome variables (e.g., 
days of hospitalization or FEV1), and logistic regression 
is used for categorical outcome variables, such as death. 
Independent variables can be continuous, categorical, 
or a mix of both.

In our example, the authors wanted to know if there 
was a relationship between cancer, COPD, and ILD 
(baseline disease; the independent variables) with two 

different outcomes. One outcome was continuous (length 
of ICU stay) and the other one was categorical (presence 
or absence of elements of palliative care). Therefore, 
two models were built: a linear model to examine the 
association between baseline disease (chronic pulmonary 
disease or cancer) and length of ICU stay, and a logistic 
regression analysis to examine the association between 
the baseline disease and being in receipt of elements of 
palliative care.

HOW TO INTERPRET RESULTS OF 
REGRESSION ANALYSIS? 

Regression models are performed within statistical 
packages, and the output results include several 
parameters, which can be complex to interpret. Clinicians 
who are learning the basics of regression models should 
focus on the key parameters presented in Chart 1.

In our example, the baseline disease—COPD, ILD, or 
cancer (the reference category)—is the independent 
variable, and length of ICU stay and receipt of palliative 
care elements are the outcomes of interest. In addition, 
the regression models also included other independent 
variables considered as potential confounders, such as 
age, sex, and minority status. In the linear regression 
model, the length of ICU stay for patients with ILD was 
longer than for those with cancer (β = 2.75; 95% CI, 
0.52-4.98; p = 0.016), which means that, on average, 
having ILD increased the length of ICU stay in 2.75 days 
when compared with the length of ICU stay among cancer 
patients. In the logistic regression model, the authors 
found that patients with ILD, when compared with cancer 
patients, were less likely to have any documentation 
of their pain assessment in the last 24 h of life (OR = 
0.43; 95% CI, 0.19-0.97; p = 0.042), which means that 
having ILD decreased the odds of documentation of pain 
assessment by more than half.

KEY POINTS

• Linear and logistic regressions are important 
statistical methods for testing relationships between 
variables and quantifying the direction and strenght 
of the association.

• Linear regression is used with continuous outcomes, 
and logistic regression is used with categorical 
outcomes.

• These procedures require expertise in regression 
model building and typically require the assistance 
of a biostatistician.
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Chart 1. Most important parameters in regression analyses and their interpretations.

Parameter Linear regression Logistic regression
Direction and strength of 
the association between 
the independent variable 
and the dependent 
variable (outcome)

Beta coefficient:
Describes the (expected) average change in 
the outcome variable for each one-unit change 
in the independent variable for continuous 
variables, or the average change in the outcome 
variable for one category of the independent 
variable compared with a reference category for 
categorical variables

OR:
The OR for a continuous independent 
variable is interpreted as the change 
in the odds of the outcome occurring 
for every one-unit increase in the 
independent variable

The OR for categorical independent 
variables is interpreted as the 
increase or decrease in odds between 
two categories (e.g., men vs women)

OR = 1: no association; OR > 1: 
positive association or risk factor; 
and OR < 1: negative association or 
protective factor

Example (for a continuous 
independent variable)

The expected increase in FEV1 for each 
centimeter increase in height

The expected increase in the odds of 
death for each increase of one year of 
age among patients with sepsis

Example (for a categorical 
independent variable)

The expected increase in FEV1 for men compared 
with women with the same height and age

The expected increase in the odds of 
death for men compared with women  
among COVID-19 patients

Precision of the estimate The 95% CI of the beta coefficient The 95%CI of the OR
Statistical significance The p value (significant when < 0.05) The p value (significant when < 0.05)
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