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     RESUMO

Contexto: a análise fatorial exploratória (AFE) é um dos métodos 
estatísticos mais utilizados em administração. No entanto, sua prática 
corrente coexiste com regras de bolso e heurísticas proferidas há meio século.  
Objetivo: o propósito deste artigo é apresentar as melhores práticas e 
recomendações recentes para uma AFE típica em administração através de 
uma solução prática acessível aos pesquisadores. Métodos: nesse sentido, 
além de serem discutidas as práticas correntes versus as práticas recomendadas, 
ilustra-se um tutorial com dados reais no Factor, um software ainda pouco 
conhecido na área de administração, porém freeware, fácil de usar (point and 
click) e poderoso. O passo a passo ilustrado no artigo, além das discussões 
levantadas e de um exemplo adicional, também é disponibilizado no 
formato de vídeos tutoriais. Conclusão: através da metodologia didática 
proposta (artigo-tutorial + vídeo-tutorial), incentivamos os pesquisadores/
metodologistas que dominam alguma técnica particular a fazerem o mesmo. 
Especificamente sobre a AFE, esperamos que a apresentação do software 
Factor, como uma primeira solução, possa transcender as regras de bolso e 
heurísticas correntes ultrapassadas, ao tornar acessíveis as melhores práticas 
para os pesquisadores da administração.

Palavras-chave: análise fatorial; análise fatorial exploratória; análise de 
fator comum; análise de componentes principais; Factor.

    ABSTRACT

Context: exploratory factor analysis (EFA) is one of the statistical 
methods most widely used in administration; however, its current practice 
coexists with rules of thumb and heuristics given half a century ago.  
Objective: the purpose of this article is to present the best practices and 
recent recommendations for a typical EFA in administration through 
a practical solution accessible to researchers. Methods: in this sense, in 
addition to discussing current practices versus recommended practices, 
a tutorial with real data on Factor is illustrated. The Factor software is 
still little known in the administration area, but is freeware, easy-to-use 
(point and click), and powerful. The step-by-step tutorial illustrated in the 
article, in addition to the discussions raised and an additional example, 
is also available in the format of tutorial videos. Conclusion: through 
the proposed didactic methodology (article-tutorial + video-tutorial), we 
encourage researchers/methodologists who have mastered a particular 
technique to do the same. Specifically about EFA, we hope that the 
presentation of the Factor software, as a first solution, can transcend the 
current outdated rules of thumb and heuristics, by making best practices 
accessible to administration researchers.

Keywords: factor analysis; exploratory factor analysis; common factor 
analysis; principal component analysis; Factor.
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CONTEXTUALIZATIONCONTEXTUALIZATION

Factor analysis (FA) is an interdependence statistical 
technique that seeks to determine the number and nature 
of latent variables or factors that explain the variation and 
covariation in a set of observed measures (Brown, 2015). 
It has become one of the most widely used multivariate 
statistical procedures in applied social sciences, particularly 
psychology, education, sociology, business administration, 
political science, and public health (Brown, 2015). In 
applied research, FA is commonly employed to evaluate 
instruments with multiple items, construct validation, and 
data reduction (Brown, 2015; Fabrigar & Wegener, 2012). 
The use of FA in applied social sciences for the purposes 
mentioned above stems from the common factor model 
(Brown, 2015; Fabrigar & Wegener, 2012); therefore, it 
is also known in the literature as common factor analysis 
(CoFA).

There are two types of CoFA: confirmatory factor 
analysis (CFA) and explanatory factor analysis (EFA). Both 
have the goal of reproducing the relationships observed in a 
group of items in a smaller number of latent variables. CFA 
and EFA are fundamentally different due to the number 
and nature of the a priori specifications and restrictions 
imposed to the model (Brown, 2015).

EFA is used when the researcher does not have a 
clear or relatively complete expectation about the structure 
of relationships. CFA is used when the researcher has a clear 
prediction about the number of specific factors and measures 
influenced by the factors (Fabrigar & Wegener, 2012). EFA 
is a data-based approach, meaning no specification is made 
a priori regarding the number of factors and relationships 
between factors/items (Brown, 2015). EFA is commonly 
adopted as a first step to determine the appropriate number 
of factors and find out which observed variables are 
indicators of the latent variables (Brown, 2015).

In CFA, the researcher specifies the number of factors 
and the structure of relationships between the factors and 
indicators. A pre-established solution is evaluated in terms of 
how well it reproduces the correlation matrix of the sample 
of observed variables (Brown, 2015). Unlike EFA, CFA 
requires a strong conceptual basis to guide the specification 
and evaluation of the estimated model; therefore, it is 
recommended for the later stages of the scale development 
process and construct validation (Brown, 2015).

Two intermediary and complementary approaches 
have become more prevalent in the literature in the past 
decade: partial confirmatory factor analysis (PCFA) and 
exploratory structural equation modeling (ESEM). The 
former employs conventional EFA and uses adjustment 
measures found in CFA (Gignac, 2009; Hoelzle & Meyer, 
2013). The latter uses the framework/systematization of 

structural equation modeling (SEM), in which CFA is 
incorporated, to compare a set of models and groups (Marsh 
et al., 2009; 2010; Marsh, Morin, Parker, & Kaur, 2014; 
Marsh, Guo, Dicke, Parker, & Craven, 2020). According 
to its methodologists, CFA is not a strictly confirmatory 
technique, nor is EFA a strictly exploratory technique, which 
justifies a general and integrated framework incorporating 
the flexibility of EFA and the elimination of the restrictions 
of CFA. Discussing CFA, PCFA, and ESEM is outside 
the scope of this article; we recommend a few references 
for interested readers (Brown, 2015; Gignac, 2009; Kline, 
2016; Marôco, 2014; Marsh et al., 2014; Marsh et al., 
2009; Thompson, 2004).

EFA is frequently confused with principal component 
analysis (PCA). This happens because a common extraction 
method that is wrongly employed in EFA is the principal 
components method (Brown, 2015; Gaskin & Happell, 
2014; Hauck-Filho & Valentini, 2020). EFA can be used 
for data reduction and for other purposes, but PCA can only 
be used for that purpose (Gaskin & Happell, 2014; Hauck-
Filho & Valentini, 2020; Lloret, Ferreres, Hernández, & 
Tomás, 2014). Both seek to reduce a set of indicators/items 
into fewer variables.

PCA is a more parsimonious technique and can 
contribute with information for decisions regarding the 
number of factors to retain. It can be the first step to be 
taken before EFA, especially when dealing with complex 
problems. However, most methodologists recommend 
that EFA be employed when the goal is to identify latent 
constructs responsible for the variation of observed variables 
(Fabrigar & Wegener, 2012; Gaskin & Happell, 2014; 
Watkins, 2018). Some data analysts do not consider PCA 
to be an FA technique, but rather a technique to summarize 
many variables into fewer components (Hauck-Filho & 
Valentini, 2020; Henson & Roberts, 2006).

In PCA, the calculations are relatively more simple 
(Brown, 2015), and it was disseminated due to its lower 
need for computation power, becoming the standard 
extraction method in major commercial software (Costello 
& Osborne, 2005; Lloret et al., 2014). In fact, Baglin 
(2014), Costello and Osborne (2005), Izquierdo, Olea 
and Abad (2014), and Lloret, Ferreres, Hernández and 
Tomás (2014) have argued that this probably explains the 
popularity of PCA and the confusion when developing an 
EFA.

For example, in SPSS, the most used commercial 
software in the field of applied social sciences, PCA is 
developed in the menu Analyze/Dimension reduction/
Factor through the default choice of the extraction method 
principal component (PC). Therefore, by leaving the 
software’s default option unchanged, the researcher is 
carrying out a PCA rather than an EFA, as suggested by 
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the menu. Because of that, many researchers still wrongly 
believe that PCA is a type of EFA (Damásio, 2012).

Using the default option in SPSS when the goal is to 
reduce data is not incorrect; however, EFA is often driven 
by the software default options for purposes of multi-item 
instruments and construct validation, leading to incorrect 
decisions regarding the number of factor definitions 
(Izquierdo, Olea, & Abad, 2014).

This argument can be proven by searching for 
‘exploratory factor analysis’ on YouTube. Most of the videos 
shown in the platform are of SPSS applications, and many 
of them adopt the software’s default options, even though 
the problem is related to obtaining a common factor model 
in the context of applied social sciences. According to Lloret, 
Ferreres, Hernández and Tomás (2017), the famous default 
combination in SPSS (principal components + Kaiser 
criterion + varimax rotation) is probably the worst way to 
develop an EFA. Unfortunately, this procedure is still very 
frequently adopted, as well as many other outdated rules of 
thumb and heuristics (Gaskin & Happell, 2014).

The secondary objective of this article is to discuss 
traditional heuristics in the context of EFA and to indicate 
the best practices based on recent evidence, in line with the 
major decisions researchers must make when developing an 
EFA: (a) sample size, (b) correlation matrix, (c) extraction 
method, (d) number of factors, and (e) factorial rotation.

The main objective of the article is to present a step-
by-step process for carrying out an EFA in Factor (Ferrando 
& Lorenzo-Seva, 2017). Lloret et al. (2017) have shown 
that Factor is the most complete software for carrying out 
an EFA; it was especially conceived for that purpose and has 
the advantage of being freeware. According to the authors, 
it is the most flexible software and it incorporates the recent 
best practices for EFA (Lloret, Ferreres, Hernández, & 
Tomás, 2017). The tutorial developed here uses examples 
based on real data from a multidimensional scale with 
characteristics similar to what researchers in applied social 
sciences frequently encounter. 

In addition, this article is intended to be a complete 
multimedia resource, providing readers with video tutorials 
about the target subjects: (a) a discussion on the best current 
practices and recent recommendations for developing an 
EFA in the context of applied social sciences1, (b) a tutorial 
for developing an EFA in Factor based on a multidimensional 
scale presented in the article2, and (c) an extra Factor tutorial 
that is not discussed in the article, using real data from a 
one-dimensional scale3.

Although the evolution of personal computers made 
EFA more accessible for researchers, the quality of EFA 
practices did not seem to improve (Henson & Roberts, 2006; 
Izquierdo et al., 2014; Lloret et al., 2017; Lloret et al., 2014; 

Watkins, 2018). According to Gaskin and Happell (2014) 
and Watkins (2018), one of the main reasons for that is that 
researchers tend to emulate existing inadequate publications 
and to trust the standardization of software that indicate 
non-ideal methods. A significant part of researches using 
EFA employs inappropriate methods that were developed 
in the past century, especially because that is still the default 
option in major statistics software (Damásio, 2012; Gaskin 
& Happell, 2014; Lloret et al., 2014). With this multimedia 
tutorial, we hope to contribute to change this scenario by 
promoting Factor, a free, easy-to-use, point-and-click 
(Damásio & Dutra, 2018), and powerful (Baglin, 2014; 
Izquierdo et al., 2014) software with great potential (Lloret 
et al., 2017). Factor is underused in the field of business 
administration in Brazil and does not have an accessible 
instruction manual (Lloret et al., 2017). The authors of the 
software only added help menus with a few technical notes 
in its last release (April 2021).

Reviews of professional literature have consistently 
found many applications of EFA with imprudent method 
choices and incomplete reports (Watkins, 2018). In the past 
three decades, systematic literature reviews on the topic of 
EFA (Bido, Mantovani, & Cohen, 2018; Fabrigar, Wegener, 
Maccallum, & Strahan, 1999; Ford, Maccallum, & Talt, 
1986; Gaskin & Happell, 2014; Henson & Roberts, 2006; 
Howard, 2016; Izquierdo et al., 2014; Lloret et al., 2017) 
have reached similar conclusions: there have been high rates 
of incorrect or unjustified decisions, usually based on classic 
or out-of-date criteria or defaults.

In that sense, we also intend to contribute to a critical 
discussion about these classic/out-of-date defaults and to 
indicate recommendations of best practices in conducting 
EFA. Unfortunately, in the recent context of business 
administration in Brazil, imprudent method choices are still 
adopted and taught (Dias, Silva-Spineli, & Macedo, 2019;  
Hair, Gabriel, Silva, & Braga, 2019;  Vidal, 2016), while 
major recent advancements in proposals dedicated to EFA 
are not (Matos & Rodrigues, 2019). This subject will be 
expanded further in the next section, which contextualizes 
the major decisions in EFA. We will discuss the example 
used as a case on Factor based on the following steps: 
(a) installing the software, (b) loading the database, (c) 
configuring the analysis, and (d) interpreting the output. At 
the end, we conclude the tutorial, considering the discussion 
presented in this introduction and in the next section.

RULES OF THUMB AND BEST PRACTICES IN RULES OF THUMB AND BEST PRACTICES IN 
A TYPICAL EFAA TYPICAL EFA

This article does not intend to go into detail 
about the calculation procedures in EFA or to provide 
an exhaustive discussion of each of the major decisions 
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researchers encounter when adjusting an EFA model. For 
that, we recommend national references indicating major 
guidelines (Laros, 2012), an intermediate mathematical 
approach (Mingoti, 2005) and a more advanced mathematical 
approach (Ferreira, 2018). Unfortunately, to this date, there 
is no national manual or manual translated into Portuguese 
incorporating all the recommendations presented in this 
section. We recommend the following references and/or more 
detailed texts exclusively about EFA (Brown, 2015; Fabrigar 
& Wegener, 2012; Thompson, 2004).

The following guidelines and recommendations lead 
mostly to the typical EFA performed in studies on applied 
social sciences, that is, those seeking to adjust a common factor 
model (CoFA) whose measurement scale is at most ordinal, 
and/or whose data do not show a multivariate normality 
distribution and/or are strongly skewed (asymmetry outside 
-1 and +1). These conditions are prevalent in construct 
validation studies and when evaluating Likert-type multi-
item instruments with less than five response options (Baglin, 
2014; Lloret et al., 2014).

Regarding sample size, the rules of thumb of minimum 
size (N), number of observations (n), and amount of 
parameters (p) propagated in Brazil, especially in the manual 
by Hair, Black, Babin and Anderson (2014), lack scientific 
validation. The aforementioned manual recommends an 
undercut; however, the classic studies cited in it also suggest 
20 times larger samples. Suggestions of N = 50, 100, 200, 
300, 400, 500, or 1,000 and n:p = 5:1, 10:1, or 20:1 are 
common in literature (Costello & Osborne, 2005; Gaskin 
& Happell, 2014; Howard, 2016; Lloret et al., 2014) and 
meet every requirement with no need for concerns regarding 
sample size in an EFA. 

There is no consensus regarding this point in the 
literature; however, recent simulation studies agree with 
the fact that EFA is a procedure for large samples (Costello 
& Osborne, 2005; Gaskin & Happell, 2014; Lloret et al., 
2014). The required sample size is also determined by the 
nature of data: situations where the researcher anticipates 
high commonality (>.80), low cross loadings (<.30), and 
high loadings in each of the factors (>.50) will require smaller 
samples (Gaskin & Happell, 2014; Lloret et al., 2014); 
however, these conditions are rare in practice. The number of 
items per factor and the number of factors may also influence 
the sample size requirements (Gaskin & Happell, 2014). 
The more, the better (Costello & Osborne, 2005; Gaskin 
& Happell, 2014; Howard, 2016; Lloret et al., 2014), but 
a minimum of 300 observations is recommended for studies 
dealing with a polychoric matrix (Lloret et al., 2014).

Regarding the data matrix to use, several simulation 
studies have demonstrated that the Pearson correlation matrix 
is biased in estimating the population correlation matrix 
(it underestimates) when data are ordinal (Baglin, 2014; 

Ferrando & Lorenzo-Seva, 2014; Holgado-Tello, Chacón–
Moscoso, Barbero–García, & Vila–Abad 2010; Lloret et al., 
2014). The polychoric/tetrachoric correlation matrix is the 
best option in these cases. The Pearson matrix should only be 
used for continuous data.

Regarding factor extraction methods, when dealing 
with ordinal variables, methods based on least squares [OLS 
(ordinary least squares) family, such as ULS (unweighted 
LS) and DWLS (diagonally weighted LS)] are the most 
recommended. Simulation studies indicate that least squares 
generate the best results in small samples (Gaskin & Happell, 
2014; Izquierdo et al., 2014; Lloret et al., 2014). The PC 
method overestimates the factor loadings and the variance 
explained by the factors. In addition, when performing 
FA through PC, the researched is not truly developing a 
typical EFA (Hauck-Filho & Valentini, 2020). The PC 
method has been used for decades for EFA problems due to 
its computational simplicity; however, that argument is no 
longer valid nowadays (Gaskin & Happell, 2014; Lloret et 
al., 2014). The maximum likelihood (ML) method is not 
recommended when using a polychoric matrix. The DWLS 
(or WLS mean and variance adjusted — WLSMV) method 
is suggested for violations of multivariate normality and when 
the variables are ordinal (Izquierdo et al., 2014).

The traditional criteria for factor retention [Kaiser 
criterion (i.e., eigenvalue > 1), scree plot, and explained 
variance] have been consistently criticized for overestimating 
the number of factors (Gaskin & Happell, 2014; Howard, 
2016; Izquierdo et al., 2014; Lloret et al., 2014). Any 
combination of those should be avoided (Lloret et al., 2014). 
The literature is harsh and emphatic on the use of the Kaiser 
criterion (the only objective classic criterion) to determine the 
number of factors. The Kaiser criterion was proposed half a 
century ago for reasons of computational efficiency. Recent 
simulation studies do not even consider the Kaiser criterion; 
they assume it is an inappropriate method and demonstrate 
that parallel analysis and the hull method perform better, 
particularly for ordinal data (Gaskin & Happell, 2014; 
Howard, 2016; Izquierdo et al., 2014; Lloret et al., 2014). 

Regarding the rotation methods, oblique rather than 
orthogonal rotations should be preferred as a standard, 
since it is more difficult in applied social sciences to justify 
uncorrelated than correlated factors (Baglin, 2014; Costello 
& Osborne, 2005; Howard, 2016; Izquierdo et al., 2014; 
Lloret et al., 2014). In addition, oblique rotations will 
reproduce an orthogonal rotation when the factors are, in fact, 
uncorrelated, but the opposite is not true. Among oblique 
rotations, oblimin and promax are the most frequently used 
and recommended (Izquierdo et al., 2014). Promin is a 
simpler and more flexible option available in Factor.

Lastly, regarding the software used to perform a 
typical EFA, SPSS stands out as the most used commercial 
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software for applied social sciences. Its default configuration 
has contributed to the dissemination of the worst decision a 
researcher can make in an EFA (Lloret et al., 2014; 2017). It 
allows linear analyses only because it uses only the Pearson 
correlation matrix. Factor is a free, easy-to-use, and powerful 
software that encompasses all the recent best practices (Baglin, 
2014; Damásio & Dutra, 2018; Ferrando & Lorenzo-Seva, 
2017; Lloret et al., 2017). Even with the existing plug-ins for 
SPSS, Factor is still a better option. If the researcher is familiar 
with programming lines, another option is the psych package 
for R.

THE EXAMPLETHE EXAMPLE

The database used in this article as a case study is available 
in the study by Rogers, Armada and Rogers (2020). It partially 
used the research instrument, adopting only the WHOQOL-
Bref (World Health Organization Quality of Life) scale for 
our purposes. The scale includes 26 five-point Likert-type 
items, of which we use only 24. The scale was conceived taking 
into account four factors (physical, psychological, social, and 
environmental). However, recent empirical evidence (Perera, 
Izadikhah, O’Connor, & McIlveen, 2018) supports a more 
parsimonious (one or two factors) and/or more complex 
(bifactor or higher order) structure. Rogers et al. (2020) used 
918 observations to evaluate the financial well-being versus 
quality of life and health of Brazilian investors. However, in 
this study, we did not apply one of the filters used by the 
authors, developing the example with 1,047 observations.

FACTOR TUTORIALFACTOR TUTORIAL

Although these are simple procedures, such as installing 
the software and loading the database, it is important to 
highlight that some details outlined below may improve the 
user’s productivity due to a few nuances of the program.

Installing the software

Factor is a free software and can be downloaded from 
the website of the Psychology Department of the Universitat 
Rovira i Virgili, Tarragona, Spain (Ferrando & Lorenzo-Seva, 
2017). Unfortunately, it is currently only available for the 
Windows operational system. It is a single small file that does 
not need to be installed. Simply click on the downloaded .exe 
file to execute the program. Since the file does not take up a 
lot of computer space, we recommend having the executable 
file in the same folder as the database for analysis. The user 
may have as many executable files for the software as he or 
she deems necessary, depending on the amount of databases 
being used simultaneously.

Loading the database

After executing the program, we see the window 
shown in Figure 1a. Click on Read data to begin reading 
the data. The analysis must be configured in the Configure 
analysis menu, and then the Compute button will execute the 
necessary calculations and show the output to be read and 
interpreted. Figure 1b shows the window where the database 
can be loaded. We will not discuss the Multiple group analysis 
menu in this article.

Figure 1. Main window (a) and data read menu (b) in Factor.
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The software takes only .txt and .dat files separated 
by tabs. The user must generate this file structure (save as) 
in another software, such as Excel or SPSS, since Factor 
does not have an interface for data editing. Do not include 
the variables labels in the first line, and include in the file 
only the variables that will be used for the analysis, as 
shown in Figure 2a. This is strongly recommended because 
the software reads variables in a generic format (v1, v2, 
…, vn), and a large database may decrease productivity 

and confuse the user. In addition, the software generates 
bootstrap samples including all the variables in the 
database before configuring the analyses — any changes 
in the analysis configuration, such as removing variables, 
may cause the software to shut down. Optionally, the user 
can insert a label file for the variables as shown in Figure 
2b. This file must have the same number of lines as the 
number of columns in the database, and a maximum of 40 
characters per line.

Figure 2. Database (a) and label file (b) in Factor.

If the data was read correctly, the Numbers of 
participants and the Number of variables (Figure 1b) will 
be highlighted in green. Check whether these numbers 
actually refer to your database. The user could also perform 
the analyses through a covariance matrix (a square matrix 
must be loaded in that case). This option is useful when 
there is no raw data (sourced from the results of an article, 
for example), and the user wishes to check, replicate, or 
even compile findings for a meta-analysis. In this data type 
option, not all adjustment measures are calculated.

If the user anticipates how many factors will be 
extracted and the weight of the items in each factor, it is 
possible to define a rotation target matrix a priori for that. 
If necessary, we encourage readers to click on the question 
mark button at the side to understand how to configure 
this matrix. Lastly, we recommend leaving the default 
selections in Figure 1b: (a) 500 samples are sufficient for 

robust analysis in Compute bootstrap samples, and (b) if there 
are missing values, insert a code for them in the database. 
The first selection refers to the procedure to calculate the 
confidence intervals of the estimates that will be presented 
in the results through a re-sapling process (bootstrapping).

Do not leave the cells empty and be careful not to 
indicate the code of a real value. If there is nothing missing 
in the database, the selection in the menu (Missing value 
code) or the code indicated will not influence the analyses. 
If there is any empty cell, the entire line will be excluded 
from the analyses. If there is anything missing identified by 
the user, the software will manage the missing values based 
on the proposal of Lorenzo-Seva and van Ginkel (2016). 
Recent simulation studies have found minimal differences 
between alternative methods of imputing missing values in 
the context of EFA (Gaskin & Happell, 2014).
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Configuring the analysis

After loading the data, click on the button Configure 
analysis in the main menu. The menu will remain open, 
but the window shown in Figure 3 will open to enable 
the selection of all the EFA parameters. Because we did 
not select Multiple group analysis in the data loading 
window (Figure 1b), we do not need to consider the Data 
configuration menu, even though this menu gives the user 
the opportunity to view the loaded data. First, at the bottom 
part of the window, indicate the name of the file which will 
contain the output (Figure 3a). It will be saved in .txt format 
in the folder containing the executable file of the software. 
The top left part of the window (Variables in the analysis) 

will not need any adjustment if your database contains only 
the variables to be used in the analysis. As we mentioned 
previously, Factor codes variables in a generic format (v1, v2, 
…, vn), which is why we suggest using a label file and only 
inserting the variables of interest in the database. The labels 
will affect only the output.

The user must make one of the major decisions in 
EFA at the top right corner of the window (Matrix analyzed): 
the correlation matrix to use, which is often relegated to 
the default option in popular software. In our example, 
since we are dealing with an ordinal verification scale with 
only five answer choices, the polychoric matrix is the most 
appropriate (Figure 3b).

Figure 3. Configuring the analysis in Factor.

In the menus Configure smoothing and Configure PA 
(Figure 4), the Factor defaults are usually maintained. The 
first menu (Figure 4a) refers to the algorithm used to solve 
the problem of a non-positively defined matrix, which can 
happen particularly for polychoric matrices when using the 
least squares methods. In essence, these algorithms consist 

in smoothing (changing the relative weights) diagonal 
elements in relation to off-diagonal elements, losing as little 
variance as possible in the process. The default algorithm in 
Factor (sweet smoothing) focuses only on the problematic 
variables, which makes it more efficient at not losing variance 
(Lorenzo-Seva & Ferrando, 2020).
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Factor includes four robust procedures to determine the 
number of factors: (a) BIC (Bayesian information criterion); 
(b) minimum average partial (MAP), if the extraction method 
minimum rank factor analysis (MRFA) is selected; (c) parallel 
analysis (Figure 4b); and (d) the hull method. Parallel analysis 
(PA) refers to the solutions of Timmerman and Lorenzo-Seva 
(2011) and Lorenzo-Seva, Timmerman and Kiers (2011). 
Horn’s classic solution requires a large amount of computational 

resources. Therefore, Timmerman and Lorenzo-Seva (2011)
proposed an optimized implementation of PA that is equally 
robust, which compares the factors generated to the explained 
variance instead of the eigenvalues. In this example, we chose 
optimized PA (Timmerman & Lorenzo-Seva, 2011), as shown 
in the default options presented in Figure 4b, even though 
the hull method is equally robust (Lorenzo-Seva & Ferrando, 
2019).

Figure 4. Smoothing (a) and parallel analysis (b) in Factor.

Depending on the number of observations and 
variables, increasing the number of random matrices from 
simulations (normal distribution) to the detriment of 
permutations may greatly increase the calculation time for 
the analyses. In addition, if Permutation of sample values was 
selected, the correlation matrices will be generated based on 
the original data, providing more reliable estimates when the 
observed and populational sample distribution is not normal 
(Damásio & Dutra, 2018; Timmerman & Lorenzo-Seva, 
2011). In fact, it is not recommended to evaluate all the 
numbers of possible factors (equal to the number of variables) 
in PA, but at most the number indicated by Ledermann 
(Timmerman & Lorenzo-Seva, 2011).

In Factor model (Figure 3), we defined four factors to 
estimate due to a priori expectations regarding WHOQOL. 
The two most recommended methods are ULS and DWLS, 
since we are dealing with ordinal variables with five ordinal 
answers. The latter is the same WLSMV used in MPlus. ML 
will only be available if we do not select a polychoric matrix. 
The option FREE factor analysis is still being developed by the 
authors of Factor and is not currently available.

Many rotation options are available to the user, as 
presented in Figure 5. In these conditions, assuming the 

factors share some degree of relationship, oblique rotations 
are the most indicated. More specifically, the most used 
ones are direct oblimin (Figure 5a) and promax (Figure 5b). 
Unfortunately, the default in most software is an orthogonal 
rotation (varimax), which should be used only with a good 
theoretical justification to assume the independence of factors. 
The default in Factor is promin, an oblique rotation, which 
results in values very similar to oblimin and is indicated when 
the extraction method is DWLS (Watkins, 2018). If the user 
had defined an option for rotation matrix (target weights) in 
the main menu (Read data), the Rotation target (Figure 5c) 
should have been chosen.

The windows that appear when selecting Configure 
robust factor analysis (Figure 3c) and Other specifications of 
factor model (Figure 3d) are expanded upon in Figure 6a and 
Figures 6b and 6c, respectively.

The first one (Figure 6a) refers to the configurations of 
the confidence interval estimates via bootstrap; in this case, we 
are adopting the default option in Factor. The robust method 
to estimate the adjustment measures is the same used in the 
MPlus software (WLSMV), which is the most complete when 
it comes to SEM. As previously mentioned, a sample n = 500 
was considered sufficient for our purposes, and the adoption 
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of the BCa (bias-correlated and accelerated) method is the 
most recommended to estimate the intervals via bootstrap. 
The options Factor/Component loadings values and Inter-factor 
correlations will compute the bootstrap intervals for the factor 

loadings and the correlation between factors, respectively. It 
is important to highlight that Factor is also able to generate 
models based on the item response theory (IRT) (Damásio & 
Dutra, 2018).

Figure 5. Rotation method in Factor.

Figure 6. Bootstrap configuration (a) and other specifications of factor model (b and c).
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For the other model specifications (Figures 6b and 
6c), we will select only the menus Unidimensionality and 
Quality of factor solutions. We will not evaluate the parameters 
(discrimination and difficulty) estimated by an IRT model, 
and the estimated factor scores will not be necessary. We 
usually calculate the factor scores when performing the 
final model adjustment. This way, we can simply indicate 
the calculation method (a) Bayesian method may be the 
most appropriate: EAP) and the name of the output file, 
which will be saved in the folder containing the executable 
file of the software. In addition to the software default, five 
other selections are required: (b) Compute glb and omega 
and Closeness to unidimensionality assessment, to evaluate the 
reliability and unidimensionality of the scale; and (c) Display 
eta-squared and Pratt’s importance measures, Assess construct 
replicability, and Assess quality of factor scores, to evaluate 
the effect size of the factors over the items (relevant when 
examining cross loadings), the replicability of the construct, 
and the quality of factor scores.

Lastly, Configure rotation (Figure 3), if selectable 
when estimating a multidimensional scale, usually does not 
need additional input, since it is related to how the rotation 
algorithm will operate. If any convergence problem arises at 
first, it may be necessary to increase the number of iterations.

After concluding the EFA configuration, click on 
Compute (Figure 1a). Factor will start calculation the values 
for the analysis and will open the output when finished. We 
recommend patience as Factor takes a lot longer than other 
software in the market regardless of the user’s computational 
power, because it uses a single processor core and its analyses 
are effectively denser, since the confidence intervals via 
bootstrap are calculated for almost all measures. This 
example took 64 minutes to process using a Ryzen 5 and 16 
GB of RAM.

Interpreting the outputs

Upon finishing processing, Factor produces a single 
file with the analyses, which will be opened automatically 
on notepad or other default software for reading .txt files 
defined by the user. In this case, it is necessary to scroll down 
until the end of the file to evaluate each block of interest. 
We will illustrate and comment on the most important ones 
following the sequence produced in the output.

The first block in the output (Figure 7a) details the 
methodological choices configured in the previous step. 
We recommend looking at these definitions to check for 
errors made in the configuration step. In addition, if there 
are problems when computing the polychoric correlation 
matrix, Factor will automatically use the Pearson matrix. 
Note that there is a literature citation for each of the 
choices, and this continues throughout the output, with the 
references presented at the end. This feature is very important 
for researchers who wish to reference their methodological 
choices in scientific studies.

Next, Factor presents some univariate statistics and 
the bar chart for each of the observed variables entered 
in the analysis. We will not comment on these blocks. 
Their interpretation is up to the reader. Next, there are 
some multivariate statistics (Figure 7b): (a) Mardia’s test 
for multivariate normality, which was not significant in 
this case, rejecting the possibility that the data present 
multivariate normality, and (b) the estimated polychoric 
correlation matrix. Regarding the first finding, the value of 
multivariate kurtosis is too high to consider the data to be 
normally distributed, which was expected, given the ordinal 
nature of the variables. Regarding the correlations, many 
values under 0.30 for the same variable may indicate lack 
of adherence of that item to the proposed factor structure.

Figure 7. Details of analysis (a) and multivariate statistics (b) in Factor.
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Figure 8a shows the first time when the user must 
interfere in order to evaluate the suitability of the EFA. 
Bartlett’s test was highly significant, rejecting the possibility 
that the estimated polychoric correlation matrix is equal to 
an identity matrix. KMO was also very high (0.923), which 
is above the recommended values for sample suitability 

(Howard, 2016). These two measures are preliminary and 
do not say much regarding adjustments of the EFA model. 
In fact, Barlett’s test is not considered important by many 
authors and has been relegated in recent empirical studies 
(Ferrando & Lorenzo-Seva, 2018) since it usually rejects the 
null hypothesis (Howard, 2016).

Figure 8. Adequacy of the correlation matrix, eigenvalues (a), and parallel analysis (b) in Factor.

The result of the Kaiser criterion’s recommendation 
for the number of factors can be seen at the bottom part 
of Figure 8a. In this case, five factors would be chosen 
(eigenvalue > 1), which at first seems incorrect, since prior 
knowledge of the factor structure in the WHOQOL scale 
indicates only four factors. The factor retention technique 
of the PA (Figure 8b) indicates the selection of only one or 
two factors, and not four factors as the scale was originally 
conceived, but it is in line with recent empirical evidence on 
this measurement model (Perera et al., 2018). According to 
the PA results, in 500 random matrices generated from the 
original data, on average, a third factor explained around 
7.5% of variance, which is below the 7% explained by the 
actual data. If a third factor found by chance based on the 
same data explains more of the variance than a third factor 
generated by actual data, it is not effectively expected that 
a third factor exists (i.e., the suggestion of a third factor is 
likely a sample error). By analogy, we are able to evaluate the 
other factor retention suggestions.

An important issue from a theoretical point 
of view (which is often relegated) is the evaluation of 
unidimensionality. A multifactor structure can be calculated 
in a single general score, as we often find in empirical 
studies; however, the opposite cannot happen: an essentially 
one-dimensional structure cannot be partitioned into 
subscales. Regarding this issue, readers should go into 
more detail about the discussion of bifactor or higher order 
models, which in recent years has helped the discovery of 
new latent structures (Damásio & Dutra, 2018) and saved 
many classic measuring instruments (Brown, 2015). Factor 
offers three measures to evaluate unidimensionality, in line 
with the proposal by Ferrando and Lorenzo-Seva (2018): (a) 
one-dimensional congruence (UniCo) > 0.95; (b) explained 
common variance (ECV) > 0.85; and (c) mean of item 
residual absolute loadings (Mireal) < 0.30. According to 
the score values estimated for the example data (Figure 9) 
using the UniCo and ECA measures, the WHOQOL scale 
cannot be essentially treated as one-dimensional. However, 
the Mireal measure indicates that it can be treated as one-
dimensional.
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Figure 9. Unidimensionality measures and assessment in Factor.

Figure 9 shows several assessment measures that are 
usually seen only in CFA. However, they can also be obtained 
in EFA depending on the factor estimation method. When 
evaluating the measures indicated in Figure 9 in the context 
of EFA, we are reproducing a PCFA (Hoelzle & Meyer, 
2013). The evaluation of EFA using the criteria required in 
CFA can be quite rigorous at first (Hoelzle & Meyer, 2013). 
However, a first look at the main assessment measures of a 
CFA (1 < χ2/df < 3, CFI and TLI > 0.95 and RMSEA < 0.08) 
may indicate how far a simpler or more restricted model will 
be achieved. Incorporating PCFA when conducting EFA will 
result in a more sophisticated and insightful understanding 
of the EFA results (Kline, 2016).

The CFI (0.991) and TLI (NNFI = 0.987) measures 
seen in Figure 9 indicate an excellent adjustment of the EFA 
model. The RMSEA measure was also adequate (RMSEA 
= 0.04; IC95% = 0.037:0.040). The ratio of chi-square 
to degrees of freedom (χ2/df = 486.39/186 = 2.615) also 
passed the generally accepted threshold. The other measures 
not highlighted in Figure 9 (GFI and AGFI) have been 
increasingly relegated by the CFA literature (Damásio & 
Dutra, 2018; Ferrando & Lorenzo-Seva, 2014; Schreiber, 
Stage, King, Nora, & Barlow, 2006). However, these 
measures can be interesting when using a polychoric matrix 
with some OLS extraction method, since they do not rely 
directly on the chi-square test (Hancock & Mueller, 2000).

The next block is mostly related to the estimates 
of the factor loading matrices (unrotated loading matrix, 

weights of robust rotation, semi-specified target loading 
matrix, rotated loading matrix, and structure matrix). Since 
these factor weight estimates are standard outputs in any 
software running EFA, we chose to show only the rotated 
factor loadings matrix (>0.30) in Figure 10a in order to carry 
on with the example. An additional advantage of Factor is 
that it also shows the factors loadings and the correlation 
between factors in their confidence intervals via bootstrap 
(omitted blocks).

Figure 10a evidences several issues with the four 
factor proposal based on the target data: (a) too many 
cross loadings, which may suggest a bifactor structure; (b) 
the items Q17 and Q18, allocated in the physical domain, 
showed loadings higher than one; and (c) some items 
with low factor loadings (Q8 and Q9 in the environment 
domain, for example). There is evidence that the target data 
does not fit the proposed factor structure. The standardized 
Pratt’s measure (Figure 10b) measures a ‘type of effect size’ 
and reaffirms the cross factor loadings found previously, 
with values close to one indicating that the factor has a high 
effect on the item, and values close to zero indicating the 
opposite. We want a single factor to have a high effect on 
a single item. In fact, to evaluate the simplicity of a factor 
solution, Factor calculates the loading simplicity (LS) index 
(omitted output): use this measure to compare factorial 
weigh matrices between different rotation methods — the 
closer to one, the better (Lorenzo-Seva, 2003).
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In line with the PA results, the block showing a few 
replicability and quality measures of the factor scores (Figure 
11a) indicates a good fit for only two factors (F2 and F3). 
The first measure, H-observed, is noteworthy. It indicates 
how much a set of items represents the common factor. Its 
value ranges from zero to one; values above 0.80 suggest a 
good definition of the latent variable, which is likely to be 
more stable for future studies. It is important to highlight 
that the H-latent index reflects the estimated replicability 
when the items are interpreted as continuous variables, while 
the H-observed index reflects the estimated replicability 
when the items are interpreted as original variables, similar 
to Likert-type measures (Damásio & Dutra, 2018; Ferrando 
& Lorenzo-Seva, 2018).

The other measures shown below in Figure 11a 
(FDI, EAP, SR, and EPTD) are related to the quality of 
factor scores and whether they can be used for individual 
evaluations. These measures are recent in the literature and 
should be evaluated carefully (Ferrando & Lorenzo-Seva, 
2018). However, in any case, only the factors F2 and F3 
presented a good fit in this research, because: FCI > 0.90; 
EAP > 0.80, SR > 2; and EPTD > 90% (Ferrando & 
Lorenzo-Seva, 2018).

Factor also shows the classic reliability measure for 
the scale (Cronbach’s alpha = 0.93), McDonald’s omega 
(ω) (0.93), and the greatest lower bound (GLB = 0.96). 
Cronbach’s alpha has been widely criticized due to the 
assumption of equivalent weights and a strong influence 

Figure 10. Rotated factor loading matrix (>0.30) (a) and standardized Pratt’s measure (b).

Figure 11. Replicability and quality measures of the factor scores (a) and final model (b).
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of the number of items. McDonald’s omega and GLB 
have been increasingly recommended (Damásio, 2012). 
At the end of the results file, before the references, Factor 
also shows information on the residual distribution, which 
can be interesting to evaluate outliers and missing values, 
especially if the model is not a good fit.

In an iterative process and after a few rounds, we 
arrived at the proposal of the factor structure indicated in 
Figure 11b. It consists of a two-factor model, without the 
items Q5_P and Q8_A, with the physical, psychological, 
and social relationships domains in one factor and the 
environment domain in another factor. This proposal 
makes more sense from a conceptual point of view, and we 
have empirical evidence supporting it (Perera et al., 2018). 
Readers may find themselves in a more demanding position 
and consider eliminating items with factor loadings under 
0.50, for example, leading to a cleaner model to be refined 
using CFA. We invite readers to watch the video4 and follow 
the process until the final model (Figure 11b), including the 
addition of the comparison between this two-factor model 
and a bifactor structure. The additional output files until 
the adjustment of the final model are also available with the 
article.

CONCLUSIONCONCLUSION

EFA is one of the most used multivariate 
interdependence techniques in applied social sciences. Its 
implementation requires crucial decisions that affect results, 
and it should not be used seeking the best possible statistical 
fit to the data; instead, researchers should be grounded on 
solid theoretical principles to guide its development.

First, if the user is a researcher in business 
administration, his or her study will potentially involve 
applying a common factor approach (CoFA). In that sense, 
it is not about applying PCA due to its simplicity and, in 
most cases, greater explained variance. PCA seeks to retain 
as much of the total variance as possible, prioritizing the 
first factor, and is designed for formative models with 
the assumption that the items are independent. Studies 
involving latent factors should seek common variance and 
reflexive models, predicting the dependency between items. 
CoFA and PCA are based on different principles, and the 
choice between one or the other is not statistical, but rather 
methodological.

For instance, for a user to develop CoFA in 
SPSS, he or she should not accept the software’s default 
extraction method, as that will result in employing a PCA. 
Unfortunately, this is one of the first mistakes users make. 
The two most recommended extraction method options in 
SPSS for developing a CoFA are ULS and principal axis 
factoring.

Second, if the study includes variables that are 
ordinal in nature, the researcher should not use the Pearson 
correlation matrix. A polychoric matrix is the most indicated, 
especially if the amplitude of the verification scale is not high, 
such as between one and five. Pearson’s matrix assumes that 
the relationships are linear and underestimates the strength 
of the relationships for these types of variables. In this sense, 
the researcher should immediately discard SPSS, as it still 
uses only Pearson’s matrix. A solution to employ polychoric/
tetrachoric matrices would be to use syntaxes developed for 
SPSS by some authors, such as TETRA-COM (Lorenzo-
Seva & Ferrando, 2012) and POLYCOR-C (Lorenzo-Seva 
& Ferrando, 2015), or R plug-ins in SPSS, such as R-Factor 
v2.4.3 (Courtney & Gordon, 2013). However, some users 
may not be familiar with this procedure, and it depends on 
constant updates of R software packages, including the plug-
in itself and SPSS versions, leading to several incompatibility 
issues.

Third, if the researcher is using a polychoric matrix, 
DWLS becomes the most suitable method. Factor can perform 
this type of analysis, including a robust implementation of 
DWLS, as seen in MPlus. Fourth, the user should not use 
the Kaiser criterion to decide on the number of factors. This 
is one of the most crucial decisions in EFA and the literature 
is emphatic about this methodological choice: eigenvalue > 
1, scree plot, and percentage of explained variance are poor 
choices for factor retention, and the only ones available in 
SPSS. Simulation studies have consistently proven that PA 
and the hull method are more accurate. Factor can perform 
both analyses.

Finally, in a typical EFA, researchers in the field of 
applied social sciences should use an oblique rotation as the 
first option for factor interpretation. SPSS serves well in this 
regard, since the most recommended solutions are available 
in it: oblimin and promax. However, since the varimax 
orthogonal rotation is the default in this software and has 
been recommended for decades for reasons of computational 
efficiency, it is still the most used in current practice. In 
research problems in the field of applied social sciences, any 
orthogonal rotation will hardly have conceptual support.

Unfortunately, researchers tend to use popular rules of 
thumb rather than evidence-based recommendations when 
implementing an EFA. Many of these current heuristics were 
introduced half a century ago, when computational power 
was limited. This is no longer justifiable today, but these 
practices continue to spread. This tutorial article sought to 
contribute to this discussion by criticizing such practices, 
showing evidence on better options, and presenting a step-
by-step solution to help researchers who wish to overcome 
the barrier of current pragmatism. We hope that this Factor 
presentation can be a definitive solution in the studies of 
many researchers in applied social sciences.
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NOTESNOTES

1. Retrieved from https://youtu.be/ITh1w4tFerA (Accessed 
on August 13, 2021).

2. Retrieved from https://youtu.be/9X77ARoyys0 (Accessed 
on August 13, 2021).

3. Retrieved from https://youtu.be/wFTGJG8XRRs 
(Accessed on August 13, 2021).

4. Retrieved from https://youtu.be/9X77ARoyys0 (Accessed 
on August 13, 2021).
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