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Abstract: Pattern recognition aims to classify some datasets into specific classes or 
clusters, having several applications in agriculture. The objectification of the pro-
cess minimizes errors since it reduces subjectivity, allowing a fairer remuneration to 
the producer and standardized products to the consumer. Thus, this work aimed to 
develop an embedded system with artificial intelligence to determine the ripening 
stage of bananas (outputs) from the insertion of physical (i.e., fruit weight, texture 
and diameter), physicochemical (i.e., pH, titratable acidity (TA), soluble solids (SS) 
and SS/TA ratio) and biochemical (i.e., total sugars, phenolic compounds, ascorbic 
acid, quantification of pigments in fruit peel and pulp and antioxidant activity by 
DPPH and FRAP methods) data (inputs). The bananas were harvested at each evalu-
ated stage according to the Von Loesecke ripening scale, as follows: stage 2, totally 
green; stage 4, more yellow than green; stage 6, yellow; and stage 7, yellow with 
brown spots. Subsequently, they were selected and submitted to quality analysis. 
The data obtained were then mined and the attributes were selected using WEKA 
software. The classifier software was developed using MATLAB. The most relevant 
attributes selected in the Bayes Net classifier for the Cross-Validation method were: 
apical, central, basal and mean textures (between apical, median and basal tex-
tures), pH, soluble solids, phenolic compounds, antioxidant activities by the FRAP 
and DPPH methods, vitamin C, anthocyanins from the pulp, chlorophyll a content in 
the fruit peel and sugar, resulting in a mean F-measure of 97.0%.

Index terms: Agriculture 4.0, vegetable sorting, data mining, Musa spp., 
post-harvest.

Software para classificação do estado 
de maturação da banana utilizando 
aprendizado de máquina
Resumo: O reconhecimento de padrões tem como objetivo classificar alguns con-
juntos de dados em classes ou clusters específicos, tendo várias aplicações na agri-
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Introduction
The banana tree (Musa sp L.) belongs to the 
Musaceae family and is one of the most im-
portant fruit in the world, being appreciated 
by people of all social classes and ages. As it 
is a climacteric fruit, the banana changes its 
organoleptic characteristics of color, flavor, 
aroma and nutritional parameters through-
out the ripening period. For this reason, the 
stage at which it is harvested is decisive for 
its storage, commercialization and pricing. 
The criteria used by producers to predict 
the moment of harvest are empirical and 
based on some morphological aspects, such 
as the disappearance of corners and angles 
on the fruit surface or the fruit caliber mea-
surement, the physiological degree related 
to the fruit ripening according to its color, 
or the distinction of the fruit by age through 
markings on the plantation based on age dif-
ference or bunch bagging date (ALVES, et al., 
2004).

The fruit ripening stage classification, as well 
as its automation, is extremely important, 

as it prevents products with serious defects 
such as immaturity or early ripening from 
reaching the consumer’s table – since the 
quality of a product also implies the quali-
ty of life of the people who consume it. By 
transforming a subjective and slow method 
into an objective and agile one, errors can 
be mitigated, causing the producer to be re-
munerated more precisely according to the 
quality of their products. In addition, in the 
trade and pricing of vegetables, these sys-
tems can assist in the labeling phase, placing 
each fruit in its specific class.

To automate the process and classify a prod-
uct in relation to different quality param-
eters, sorting is performed using a set of 
attributes. In order to distinguish the cas-
es among the possible classifications, each 
one is labeled with a special attribute called 
‘class’, whose values refer to the true classifi-
cation of cases. The labeled cases are termed 
‘examples’, whereas the sample used by the 
learning algorithm to induce the classifica-
tion model is called ‘set of training exam-
ples’ (PRATI et al., 2008). For a more accu-

cultura. A objetivação do processo minimiza erros, pois reduz a subjetividade, permitindo 
uma remuneração mais justa ao produtor e produtos padronizados ao consumidor. Assim, 
este trabalho teve como objetivo desenvolver um sistema embarcado com inteligência arti-
ficial para determinar o estádio de maturação de bananas (outputs) a partir da inserção de 
dados físicos (peso do fruto, textura e diâmetro), físico-químicos (pH, acidez titulável (AT), 
sólidos solúveis (SS) e relação SS/TA) e bioquímicos (açúcares totais, compostos fenólicos, 
ácido ascórbico, quantificação de pigmentos na casca e na polpa dos frutos e atividade an-
tioxidante pelos métodos DPPH e FRAP) (inputs). As bananas foram colhidas em cada está-
dio avaliado, de acordo com a escala de maturação de Von Loesecke, a saber: estádio 2, to-
talmente verde; estádio 4, mais amarela que verde; estádio 6, amarela; e estádio 7, amarela 
com manchas marrons. Posteriormente, foram selecionados e submetidos a uma análise 
de qualidade. Os dados obtidos foram então minerados, e os atributos foram seleciona-
dos, utilizando o software WEKA. O software classificador foi desenvolvido em MATLAB. Os 
atributos mais relevantes selecionados no classificador Bayes Net, para o método de Cross-
Validation, foram: texturas apical, central, basal e média (entre as texturas apical, mediana 
e basal), pH, sólidos solúveis, compostos fenólicos, atividades antioxidantes, pelos métodos 
FRAP e DPPH, vitamina C, antocianinas da polpa, teor de clorofila a na casca do fruto e açú-
car, resultando em uma medida F média de 97,0%.

Termos para indexação: Agricultura 4.0, triagem de vegetais, mineração de dados, Musa 
spp., pós-colheita.
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rate classification, it is necessary to carry out 
learning processes that can be elaborated by 
supervised or unsupervised methods, which 
end up helping the decision-making. To veri-
fy the quality of classifications, specific mea-
surements such as the Kappa coefficient, or 
the general error probability, must be used. 
The Kappa index is a measure of agreement 
used in nominal scales that provides an idea 
of how much the observations deviate from 
the expected due to chance, thus indicating 
how legitimate the information is (LOBÃO, 
2005; WITTEN and FRANK, 2005). This index 
is intended to measure the degree of agree-
ment between proportions derived from de-
pendent samples.

Supervised machine learning has several 
ways to evaluate the performance of learn-
ing algorithms and the classifiers they pro-
duce (SOKOLOVA et al., 2006). Thus, classi-
fication quality metrics are created through 
a confusion matrix that registers the cor-
rectly and incorrectly reorganized examples 
of each class, that is, a table or matrix that 
records the results previously mentioned 
in the text. Supervised learning uses a set 
of information already described or known 
where certain outputs are expected in rela-
tion to the inputs.

To measure the performance of the learning 
algorithm in machine learning, there are sev-
eral acceptable metrics. In this specific work, 
we used the F-measure, which according to 
Sokolova et al. (2006) consists of a type of 
combined metric that benefits algorithms 
with a higher sensitivity and challenges them 
so as to measure classification and learning 
quality. The focus of this work was to devel-

op a software system capable of classifying 
the ripening stage of bananas elaborated 
through supervised machine learning tech-
niques using destructive and non-destruc-
tive parameters to evaluate ‘Nanicão’ ba-
nana fruits at four different ripening stages. 
To validate the performance of the classifier, 
the following methods were used via WEKA 
software (which has several machine learn-
ing algorithms and the necessary tools for 
data preparation and mining): the resubsti-
tution method or training set (leave-one-
out); the sample division method or holdout 
or percentage split; and the cross-validation 
method or k-fold. After data mining and at-
tribute selection with the aid of WEKA, the 
software for the classification of bananas 
was developed using MATLAB.

Materials and Methods
Experimental design and vegetal 
material
The bananas were obtained from a com-
mercial area in the municipality of Iacri, São 
Paulo, Brazil.

They were classified according to a scale pro-
posed by Von Loeseck (1950), being divided 
into the following ripening stages: stage 2 
(more green than yellow); stage 4 (more yel-
low than green); stage 6 (yellow); and stage 
7 (yellow with brown spots), (Figures 1a-d, 
respetively). From the observation of the 
existing analogies between the them, the 
bananas were divided into different classes 
for data collection in terms of quality and 
further use for the development of the clas-
sifier software. A total of 200 bananas were 
used, 50 at each ripening stage.

[a] [b] [c] [d]

Figure 1: Von Loeseck ripening scale, 1950. Source: Adapted from PBMH & PIF (2006).

The non-destructive and physical-chemi-
cal analyses were performed on the day of 

the experiment setup. For the biochemical 
analyses, the bananas were macerated in 
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liquid N2 and subsequently frozen. The fruit 
analyses were carried out at the Biology and 
Chemistry Laboratories of the Faculty of 
Sciences and Engineering of Unesp, Tupã, SP, 
Brazil, with the following determinations be-
ing made:

Physical, chemical, physicochemical 
and biochemical analyses
Physical analyses: fruit weight, performed 
on a scale, with data expressed in grams (g); 
fruit average length and diameter, deter-
mined in centimeters, with the aid of a cali-
per in the middle region of the fruit; and fruit 
texture (firmness), determined at 3 points, 
i.e., in the central, apical and basal regions of 
the fruit, with the aid of a texturometer/dig-
ital penetrometer (VICTOR – GY4), at a pen-
etration distance of 10 mm, using a straight 
circular tip with a diameter of 3.50 mm, 
with the value obtained in N. At the end, the 
mean between the apical, central and bas-
al textures was performed, resulting in one 
more measurement.

Physical-chemical and chemical analyses: 
pH (hydrogen potential), measured in the 
crushed fruit pulp using a potentiometer 
(Digital DMPH-2) (IAL, 2008); titratable acid-
ity (TA), expressed in grams of citric acid per 
100 g of pulp (g of citric acid 100 g-1) and 
obtained by titration of about 5 g of homog-
enized and diluted pulp to 100 ml of distilled 
water with a standardized solution of 0.1 N 
NaOH using phenolphthalein as an indica-
tor, which occurs when the potentiometer 
reaches 8.1 (IAL, 2008); soluble solids (SS), 
determined by refractometry on an Atago 
PR–32 Palette digital refractometer with 
automatic temperature compensation (IAL, 
2008) and expressed in °BRIX; and SS/TA ra-
tio, calculated from the ratio between solu-
ble solids and titratable acidity content and 
expressed as dimensionless values.

Biochemical analyses: For all biochemical 
analyses, the number of samples required, 
the extractor and the extractor concentra-

tion were standardized, preferably using 
Sigma-Aldrich reagents (New South Wales, 
Australia). All samples were homogenized 
with IKA T 65 basic ULTRA-TURRAX®. Quimis 
ultrasonic bath model 0335 D version 1.0 
was used in some analyses, while SHIMADZU 
UV-1800 spectrophotometer was employed 
in some others that required spectrophoto-
metric readings.

Total vitamin C (Vit C) was assessed by titra-
tion of ascorbic acid and isomers with iodine 
solution. For ascorbic acid extraction, 1g of 
banana was weighed and diluted with the 
aid of Turax in 50 ml of recently boiled and 
cooled distilled water. Then, 12.50 ml of 1 M 
sulfuric acid and 3 ml of 1% starch (used as 
an indicator) were added. Subsequently, ti-
tration with iodine was performed at 0.0005 
M and the results were expressed in mg of 
ascorbic acid per 100 g-1 of fresh mass (IAL, 
2008). Phenolic compounds (PC) were deter-
mined according to the spectrophotometric 
method and using Folin Ciocalteu reagent 
(SINGLETON; ROSSI JR., 1965); the results 
were expressed in mg of equivalent gallic 
acid per 100 g-1 fresh mass. Pigments were 
quantified according to the methodology 
adapted from Sims and Gamon (2002) by 
spectrophotometry through the maceration 
of the material in liquid nitrogen followed 
by the addition of Tris-HCL buffer acetone 
and centrifugation at 6000 rpm for 5 min-
utes. Total antioxidant activity was deter-
mined against free radical (DPPH) following 
the method proposed by Brand-Williams 
et al. (1995) with some modifications and 
performing absorbance reading at 517 ηm, 
and the results were expressed in reduced 
DPPH %. Antioxidant activity (FRAP – Ferric 
Reducing Antioxidant Power) was assessed 
according to the method described by Benzie 
and Strain (1996) and the results were ex-
pressed in mmol Fe kg-1. Lastly, total sugar 
was determined based on the dehydration 
of sugars in an acid medium with concentrat-
ed sulfuric acid and the subsequent complex 



Souza et al. (2024)

Rev. Bras. Frutic. 2024; 46: e-863

Software for classification of banana ripening 
stage using machine learning

5

formation with phenol (DUBOIS et al., 1956) 
followed by spectrophotometric reading at 
490 nm.

Data analysis: After the laboratory analysis 
for the quality of the bananas at different 
ripening stages, the data were organized 
in an Attribute-Relation File Format (ARFF) 
with its own characteristics, containing the 
attribute domain, the attribute values and 
the attribute “class”. As a starting point, the 
data used were non-destructive, such as fruit 
weight, diameter, length, basal, central, api-
cal and median textures, and physical-chem-
ical, such as pH, soluble solids, titratable 
acidity and SS/TA ratio. These data were cho-
sen because they are simpler to obtain and 
do not depend on sophisticated equipment 
and methodologies.

The data obtained were converted to “.arff’, 
the format used in WEKA, through an algo-
rithm made in MATLAB called “ArffWriter”. In 
total, 12 attributes were used, with the last 
one indicating the class of the object. The 
values ranged from 0 to 3 to represent the 
fruit ripening stages (or classes), that is, 0 for 
green, 1 for more green than yellow, 2 for 
yellow, and 3 for yellow with brown spots.

Classification tests were carried out with dif-
ferent classifiers and techniques on WEKA 
software. For the classification of these four 
stages, the classifiers tested were the Bayesian 
Bayes Net and Naive Bayes, the function algo-
rithms Multilayer Perceptron and SMO (SVM), 
the lazy classifier IBK (KNN), the classification 
algorithm OneR (One Rule) and the decision 
trees J48 and Random Forest.

In addition to F-measure data, WEKA pro-
vides the Kappa coefficient (κ). This index 
is considered a measure of interobserv-
er agreement that allows assessing both 
whether the agreement is beyond what is 
expected by chance and the degree of this 
agreement (SILVA; PAES, 2019). Landis and 
Koch (1977) suggest the following interpre-
tation for the Kappa coefficient (Table 1):

Table 1: Kappa coefficient values according to 
Landis and Koch (1977).

Kappa values Interpretation
<0 No agreement (very bad)

0–0.19 Slight agreement (bad)
0.20–0.39 Fair agreement (reasonable)
0.40–0.59 Moderate agreement (good)
0.60–0.79 Substantial agreement (very good)
0.80–1.00 Almost perfect agreement (excellent)

According to this index, if all classifications 
are made correctly the Kappa coefficient, κ, 
will be κ = 1; otherwise, if all observations 
are classified in the same class, then the val-
ue of κ will be κ = 0. Therefore, the value of κ 
will always be 0 ≤ κ ≤ 1.

The results obtained were submitted to the 
Tukey test at P ≤ 0.05, following the previous 
work by Souza et al. (2021).

Results and Discussion
Table 2 shows the mean F-measure values for 
the dataset used in this work. For the classifi-
cation test, the algorithms used were: Bayes 
Net, IBK, J48, Multiplayer Perceptron, Naive 
Bayes, One R, Random Forest and SMO.

Table 2: Mean F-measure values for the da-
tabase with 25 attributes for the training set 
cross-validation and percentage split (66%) test 
methods using different classifiers available in 
WEKA software.

Classifier
Mean F-measure for each test method

Training 
set

Cross-
validation

Percentage 
split (66%)

Bayes Net 0.990 0.955 0.871
IBK (KNN=1) 1.000 0.955 0.913
J48 0.975 0.910 0.870
Multilayer Perceptron 1.000 0.975 0.942
Naive Bayes 0.920 0.905 0.811
OneR 0.745 0.594 0.563
Random Forest 1.000 0.975 0.928
SMO 0.965 0.960 0.911

As observed in Table 2, Multiplayer 
Perceptron and Radom Forest reached the 
highest F-measure values for the three clas-
sification methods. In the data normalization 
process, the results obtained were the same 
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as the non-normalized ones. In order to im-
prove the performance of the classifiers, at-
tributes that were redundant and irrelevant 
were removed. To this end, the WEKA’s at-
tribute selection tool, which utilizes the su-
pervised filter Cfs, was used with all of its 
parameters and default software values. The 
result was the maintenance of the attributes 
central, basal and median textures, pH and 
soluble solids (Figure 2).

The graph in the lower right corner of Figure 
2a can be better visualized in Figure 2b, 
which shows the number of objects in each 
class (0 - green, 1 - more green than yellow, 

6 - yellow and 7 - yellow with brown spots), 
based on the selected attributes. In this 
graph, class 0 (green) is represented by dark 
green color, class 1 (more green than yellow) 
by light blue color, class 2 (yellow) by blue 
color, and class 3 (yellow with brown spots) 
by red color. From this graph it is possible 
to observe that despite being classified in a 
specific class, some objects have characteris-
tics that are similar to another class. To avoid 
redundancy, attributes that had a Kappa co-
efficient equal to 0.5 were selected for most 
classifiers and test methods under evalua-
tion. Annex A contains the Kappa coefficients 
of the attributes not selected by WEKA.

Figure 2. Attribute selection in WEKA with the supervised filter Cfs (a) and classification breakdown (b).
Subtitle: Textmediana = Median Texture; Textbasal = Basal Texture; textmedia = Average Texture; CF = PC; AntPolpa = 
Anthocyanin Pulp; ClaCasca = Chlorophyll a Peel; Açúcar = Sugar; Classe = Class.

The classification tests for this dataset tested 
thirteen attributes (i.e., apical, central, bas-
al and median textures, pH, soluble solids, 
phenolic compounds, FRAP, DPPH, vitamin 
C, anthocyanins from the pulp, chlorophyll 
a content in the fruit peel and sugar) using 
the same classifiers and test methods. The 
results are displayed in Table 3.

Moreti (2020) classified different red fruits 
using the Multilayer Perceptron, IBK, Naive 

Bayes, Random Forest, SMO and J48 algo-
rithms for the attributes color, shape and tex-
ture, obtaining accuracy results for coloring 
close to 85%, 100%, 85%, 97%, 85% and 92%, 
respectively. According to the author, for color 
and shape the algorithm that showed the best 
results was IBK, while for texture the most ac-
curate was Random Forest. This work evidenc-
es the importance of employing different algo-
rithms and parameters in tests (Table 3).
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Table 3: Mean F-measure values for the data-
base with 13 attributes defined after the at-
tribute selection process for the training set, 
cross-validation and percentage split (66%) test 
methods using the different classifiers available 
in WEKA software 3.8.3 

Classifier
Mean F-measure for each test method
Training 

set
Cross-

validation
Percentage 
split (66%)

Bayes Net 0.980 0.970 0.898
IBK (KNN=1) 1.000 0.940 0.883
J48 0.965 0.925 0.870
Multilayer Perceptron 1.000 0.955 0.971
Naive Bayes 0.955 0.940 0.870
OneR 0.745 0.594 0.563
Random Forest 1.000 0.960 0.882
SMO 0.955 0.930 0.912

As it can be seen, the Multilayer Perceptron 
and Random Forest were the classifiers with 
the highest values for the methods tested, 
while OneR was the algorithm that obtained 
the lowest values.

Figure 3 shows a comparison of the mean 
F-measure values for the two databases test-
ed using the training set method.

According to Figure 4, the database contain-
ing all attributes and that containing only 
the attributes considered relevant by WEKA 
showed similar results, indicating that all 25 
attributes collected are not necessary for de-
termining the fruit class.

Figure 3: Mean F-measure of the classifiers for the databases tested using 
the training set method

Figure 4: Mean F-measure of the classifiers for the databases tested using 
the cross-validation method
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Arivazhagan et al. (2010) proposed an effi-
cient combination between the attributes 
color and texture for 14 different species of 
fruits, with a total of 2633 images obtained, 
reaching recognition rates of 86% for color 
and texture combination against 45% for col-
or and 70% for texture. Seng and Mirisaee 
(2009), on the other hand, developed a fruit 
recognition system based on the analysis of 
the fruit color, shape and size. The algorithm 
used for the classification was KNN (K-nearest 
neighbor), which measures the distance be-
tween the attributes obtained from the un-
known object and the database using 50 fruit 
images, of which 36 are images for training 
and the rest for testing. The recognition accu-
racy of the system was 90%. It is noteworthy 
that both experiments used different num-
bers of vegetables, attributes and images.

Santos et al. (2020) conducted a study from 
images of fruits taking into account their col-
or, shape and texture, as well as the combi-
nation of all computed vector resources, to 
compare the spaces of calculated resources 
using the classifiers MultiLayer Perceptron 
(MLP), KNN and Naive Bayes. At the end of 
the experiment, it was verified that the best 
classifier was Naive Bayes, which provided a 
combination of color and texture character-
istics with a correct classification rate of ap-
proximately 71%.

Similar to the training set method, both da-
tabases exhibited very close results, demon-
strating that the selected attributes are effi-
cient for discretizing classes. Figure 5 shows 
a comparison of the mean F-Measure values 
for the two databases tested using the per-
centage split method (66%).

Figure 5: Mean F-measure of the classifiers for the databases tested using 
the percentage split (66%) method

According to Figure 5, it is possible to verify 
that the results for the percentage split meth-
od were similar to the other methods, that is, 
close results for both databases. Thus, it can 
be concluded that the database containing 
only the relevant attributes had a good per-
formance, which means that it would not be 
necessary to measure all attributes to classi-
fy the fruits into different classes. Regarding 
the classifiers, the ones that obtained the 
best results were IBK, Multilayer Perceptron, 
Random Forest and Bayes Net.

It was possible to note that, in general, the 
combination of different parameter ex-
traction techniques lead to better results 
than a single technique. In addition, differ-
ent classifiers have different performance 
even when working with the same database.

As observed in Table 3, the best banana 
classifier among the four classes with attri-
bute selection considering the validation set 
of cross-validation was Bayes Net, with an 
F-measure of 97%, being therefore chosen 
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as the ideal classifier for this purpose.

After determining the best classifier for the 
evaluated parameters, a graphical interface 

was developed in MATLAB 9.0 environment. 
Figure 6 shows the graphical interface when 
the software is started.

Figure 6: Interface of the software home page
Subtitle: Banana Classifier 4 classes; Responsible: Prof. Angela Vacaro de Souza, PhD; Exit / Start; Von Loesecke ripening 
scale 1 - green 3 - more green than yellow 6 - yellow and 7 yellow with brown spots.

The software home page presents the 
main information of the classifier, such as 
the classes that were used from the Von 
Loesecke scale. Figure 7 shows the screen 
that appears when the “start” button is 
clicked. The screen illustrated below displays 
the data to be classified, in addition to the 
buttons “clear”, which has the function of 

deleting the values inserted in all text boxes; 
“return”, which returns to the screen shown 
in Figure 7; “exit”, which ends the software 
execution; “classify”, which informs the class 
in which the banana is, and “methodolo-
gies”, which presents the methods used to 
extract each attribute.

Figure 7: Interface of the addition of data to be classified
Subtitle: Classifier of bananas - 4 classes; Please insert; median texture, basal texture, mean texture, pH, SS (Soluble 
Solids), PC (Phenolic Compounds), FRAP, DPPH, VIT C, Anthocyanin. Pulp, Chlorophyll a peel, Sugar.
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Figure 8 shows the screen that appears when 
the user clicks on the “methodologies” but-
ton. This screen presents the details of the 
methodologies used for the quantitative data 

obtained in the laboratory analysis. In order to 
guarantee the efficiency of the classifier, the 
idea was to inform the methodologies used, 
in addition to the units of each attribute.

Figure 8: Interface that presents the methods used and their respective units to be inserted when 
classifying the bananas
Subtitle: Methodologies; Median, basal and mean textures (between apical, median and basal textures): Determined 
with the aid of a texturometer/digital penetrometer (VICTOR – GY4) at a penetration distance of 10 mm using a straight 
circular tip with a diameter of 3.50 mm. Results expressed in Newtons; pH and SS: Determined following the method-
ology presented in IAL (2005); PC: Determined following the methodology presented in SINGLETON; ROSSI JR., 1965. 
Results expressed in mg of equivalent gallic acid per 100 g-1 fresh mass; FRAP: Determined following the methodology 
presented in Benzie and Strain (1996). Results expressed in mmol Fe kg-1; DPPH: Determined following the method-
ology presented in Brand-Williams et al. (1995). Result expressed in reduced DPPH %; VIT C: Determined following 
the methodology presented in IAL (2008). Results expressed in mg of ascorbic acid per 100 g-1 of fresh mass; ANT. 
(Anthocyanin) PULP & CL. (Chlorophyll) A PEEL: Determined following the methodology presented in Sims and Gamon 
(2002). Results expressed in mg of pigment per 100 g of sample; SUGAR: Determined following the methodology pre-
sented in Dubois et al. (1956). Results expressed in g of sugar per 100 g of sample.

Figure 9 shows the screen that appears 
when the users clicks on the “referenc-
es” button. It shows the references for the 

methodologies used in the extraction of 
attributes to classify the banana ripening 
stage.

Figure 9: Interface of the “references” screen
Subtitle: References.
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Figure 10 shows the screen that appears 
when the user inserts the data to classify the 
bananas. As observed, when the user clicks 
on the “classify” button, it indicates at which 
ripening stage the fruit is and shows the fruit 

classification according to the data inserted 
on the screen shown in Figure 7. As seen in 
Figure 10, the classification takes place in 
two places, both on the data entry screen 
and on the classification screen itself.

Figure 10: Interface of the classification screen
Subtitle: Banana Classifier - 4 classes; Please insert; median texture, basal texture, mean texture, pH, SS (Soluble Solids), 
PC (Phenolic Compounds), FRAP, DPPH, VIT C, Anthocyanin. Pulp, Chlorophyll a peel, Sugar.

During the software development, two pos-
sible problems that could arise for the the 
user were verified: failure to insert a value, 
or the insertion, by accident, of a letter in-

stead of a number; in either situation an er-
ror message was displayed. Figure 11 shows 
the error message that was displayed when 
the error was detected.

Figure 11: Error message during data insertion
Subtitle: Banana Classifier - 4 classes; Please insert; median texture, basal texture, mean texture, pH, SS (Soluble Solids), 
PC (Phenolic Compounds), FRAP, DPPH, VIT C, Anthocyanin. Pulp, Chlorophyll a peel, Sugar.

As a complementary analysis, the normal-
ity and homoscedasticity of the data were 
applied to the data obtained using the 

Anderson-Darling and Levene Tests. The data 
were subjected to analysis of variance using 
the F test (P ≤ 0.05) for treatments. The re-



12 Rev. Bras. Frutic. 2024; 46: e-863

Software for classification of banana ripening 
stage using machine learning

Souza et al. (2024)

sults were subjected to the Tukey test at the 
P ≤ 0.05 level. The maturation and inherent 
processes of synthesis of metabolites such as 
sugars (primary) and ascorbic acid (second-
ary), as well as degradation of primary and 
secondary metabolites, such as pigments, 
could be evidenced throughout the develop-
ment of the work. At the end of the experi-
ment, it was possible to verify that the fruits 
of stage 4 presented higher values of firm-
ness and phenolic compounds, which show-
cases how this stage is the preferred one in 
relation to in nature consumption.

Pearson correlation analysis was performed 
to investigate the relationships between 
the study variables, which indicate the exis-
tence of a positive or negative relationship 
between two variables, adopting α = 5% 
(correlation coefficient) to verify the signif-
icance. In this complementary analysis, the 
concept of correlation developed by Cohen 
(1988) was used, where values between 0.10 
and 0.29 can be considered weak; values 
between 0.30 and 0.49 can be considered 
moderate; and values between 0.50 and 1 
can be interpreted as strong. These are pre-
sented in tables with colours that vary from 
light to dark grey, according to the intensity 
of the correlation. Regardless of the sign of 
the value, the closer it is to 1, the greater the 
degree of linear statistical dependence be-
tween the variables. On the other hand, the 
closer to zero, the lower the strength of this 
relationship.

During ripening, the reduction of chlorophyll 
is directly related to the reduction of magne-
sium, a nutrient that participates in the syn-
thesis and is a central part of the chlorophyll 
molecule, as well as linked to 4 other nitro-
gen atoms. However, it is not possible to no-
tice this behavior during the development of 
the work. According to Marenco and Lopes 
(1997), there is a high correlation between 
photosynthetic pigments and leaf N and Mg 
concentrations. This high correlation is also 
attributed to the fact that 5- to 70% of the 

total N in leaves are part of enzymes that are 
associated with chloroplasts, and Mg is an 
enzymatic activator of these.

The average concentration of total carot-
enoids in the skins of fruits at an advanced 
senescence stage was 40% higher in fruits 
at stage 6 than that found in green fruits. 
Aquino et al. (2018), who studied the ca-
rotenoid contents of ripe and unripe fruit 
pulp from 15 banana cultivars, obtained 
similar results. This colour change is due to 
enzymatic action on the chlorophyll struc-
ture, enabling the expression of carotenoids 
(Newilah et al., 2009), and occurs both in the 
pulp and skin of the fruits during ripening. 
For this reason, the correlation between the 
main photosynthetic pigment (chlorophyll a) 
in both skin and pulp, anthocyanins, and fla-
vonoids was negative (also in both skin and 
pulp in relation to these first pigments).

Another important observation was made in 
relation to the positive correlation between 
anthocyanins in peel and pulp and the fla-
vonoids evaluated. Anthocyanins are flavo-
noids found widely in nature. In this work, 
the fruits showed increases in the levels of 
these pigments and flavonoids quantified 
during ripening and, therefore, a strong pos-
itive correlation.

In order to further complement the interpre-
tation and understanding of the obtained re-
sults, Cluster Analysis was carried out, which 
is one of the multivariate analysis techniques 
that aim to approximate objects, based on 
their characteristics, where the proximity 
between them is generally indicated by the 
distance between the evaluated clusters by 
the so-called Mahalanobis distance (D2). For 
both analyses, Minitab software was used. 
In a second approach, multivariate statisti-
cal analysis was applied to the dataset and, 
for this, a classification model was built, 
adopting principal component analysis. 
Multivariate analysis was carried out to ver-
ify the grouping of different responses and 
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obtain additional information about the in-
fluence of the analysed variables in relation 
to the banana ripening stages. In this evalu-
ation, it was found that components 1 and 2 
(maturation stages and laboratory analyses, 
respectively) explained 52.34% of the vari-
ance in the experiment.

The positions of the vectors in the graph 
showed that the evaluated attributes were 
separated into two groups. When evaluating 
the presented results, it is possible to verify 
that, in relation to the variables that present 
a reduction in their respective levels as the 
stage of maturation increases, there is an ap-
proximation of these on the left side of the 
figure, such as Antioxidant Activity by the 

DPPH and FRAP methods, Length, Weight, 
Diameter, and Textures. The opposite behav-
ior, with an increase in levels demonstrat-
ed by parameters such as titratable acidity, 
soluble solids, pH, and total sugars, is show-
cased in the grouping on the right side of the 
figure.

To finalize the different ways in which 
data can be evaluated, a Feedforward 
Backpropagation ANN (artificial neural 
network) was created with three layers: 
input with 8 neurons, intermediate layer 
with 10, and output with 2 neurons (mat-
uration stages), as shown in Figure 12. The 
software used was Matlab® (MATHWORKS, 
2021).

Figure 12- Feedforward Backpropagation ANN used in partial work.
Source: Prepared by the authors (2022)
Subtitle: Dados de entrada = input data; Dados de saída = output data; Camada intermediária = intermediary layer; 
Pesos = weight; bias = bias; Tex apical, tex mediana, tex basal = apical texture, median tex, basal tex; Sól. Solúveis = sol-
uble solids; Acidez titulável = titratable acidity; Açúcar total = total sugar; Ácido ascórbico = ascorbic acid; Estádios de 
maturação = maturation stages

In addition to the aforementioned tech-
nique, the Generalized Regression ANN 
was used, which is a statistical technique 
that extends common linear regression to 
deal with a wide range of types of depen-
dent variables. Rather than being limited 
to continuous dependent variables, gener-
alized regression allows you to work with 
dependent variables that do not fit the 
normal distribution. This includes binary, 
count variables, and other non-Gaussian 
distributions.

From the results referring to the Feedforward 
Backpropagation ANN, it was observed that 
the network was well-trained in the three 
presented configurations, with results close 

to 100% accuracy. For the validation and 
test phases, only two samples were classi-
fied wrong in the first and second configura-
tion, with 91.6% and 94.4% correct results, 
respectively. For the third configuration, al-
though the training was excellent, there were 
five errors in classifying the samples, with 
89.5% accuracy in the validation and testing 
phases, which can be considered good, given 
that only 60% of the data was used for train-
ing. This meant that ANNs could not be as 
assertive, as there were fewer standards to 
carry out their training. In this context, the 
first and second configurations showed bet-
ter results. In general, the average success 
rate was 97.5%.
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In the results referring to the Generalized 
Regression ANN, it was observed that the 
network was also well-trained, even superior 
to that of the Feedforward Backpropagation 
ANN, obtaining the same settings (80% train-
ing) with results close to 100% accuracy. 
In the validation phase, only two samples 
were classified incorrectly, totalling 91.6% 
accuracy.

In general, both used ANNs showcased ex-
cellent performance, when using 80% of the 
database for training. The second used ANN 
had a slight increase in performance, which 
may be due to a greater number of charac-
teristics of the fruit that was used, or per-
haps the Generalized Regression ANN had a 
better affinity with this type of situation.

Conclusion
From the analysis of the mean F-measure 
values on WEKA software, it was possible to 
conclude that the best result for the classifi-
cation of the databases used herein was with 
13 attributes, not being necessary the use of 
all attributes collected in Bayes Net for the 

cross-validation method. As many attributes 
were collected, the attributes were selected 
for classification among the four classes.

In order to classify the bananas into the four 
classes, the most relevant attributes were 
filtered, namely: apical, central, basal and 
mean textures, pH, soluble solids, phenolic 
compounds, FRAP, DPPH, vitamin C, antho-
cyanins from the pulp, chlorophyll a con-
tent in the fruit peel and sugar, resulting in a 
mean F-measure of 97.0%. Undoubtedly, the 
subjectivity inherent to inspection processes 
based on essentially visual parameters must 
be taken into account, as it can lead to se-
rious problems between producers/sellers 
and inspectors.
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