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ABSTRACT

The main objective of  this research is the development of  a new formulation for calibration of  the head loss universal equation friction 
factor using the Alternative Hydraulic Gradient Iterative Method for calculating the absolute roughness. The method was applied with 
the aid of  Epanet2.dll library for hydraulic simulations in two fictitious distribution networks. The influence of  the initial roughness 
adopted, the number of  nodes with known pressure data and position of  the nodes with known pressures was tested. To test the 
influence of  the initial roughness to be adopted a computer subroutine has been developed in order to calculate the most appropriate 
initial roughness for each section. The results showed that it is recommended to use as starting absolute roughness the usual value for 
the pipe material as new. The developed computational subroutine is recommended for unknown pipes network material or very old 
networks. How higher number of  known pressures in the distribution network, better the accuracy of  the method. However, a good 
layout of  the nodes with known pressures was more important than a large number of  pressure measurements. The best configuration 
found to the nodes with known pressures they were separated compared setting together with each other. The method was simple to 
apply and with good results, and can be applied with a small number of  iterations.

Keywords: Absolute roughness; Friction factor calibration; Epanet2.dll; Nodes configuration; Small number of  iterations.

RESUMO

Este trabalho tem por objetivo principal a apresentação de uma nova formulação para a calibração do fator de atrito da equação 
universal da perda de carga utilizando o Método Iterativo do Gradiente Hidráulico Alternativo (MIGHA) para o cálculo da rugosidade 
absoluta. O método foi aplicado, com auxílio da biblioteca Epanet2.dll para as simulações hidráulicas, em duas redes fictícias. Foi testada 
a influência da rugosidade inicial adotada, do número de nós com dados de pressão conhecidos e da posição dos nós com pressões 
conhecidas. Para o teste da influência da rugosidade inicial foi desenvolvida uma sub-rotina computacional com o intuito de calcular 
a rugosidade inicial mais adequada para cada trecho. Os resultados mostraram que é recomendado utilizar como rugosidade absoluta 
inicial o valor usual para o material novo. A sub-rotina computacional desenvolvida é recomendada para o caso de desconhecimento 
do material da rede ou idade elevada. Quanto maior o número de pressões conhecidas na rede de distribuição, melhor é a precisão do 
método. Entretanto, uma boa disposição dos nós com pressões conhecidas se mostrou mais importante do que um número maior de 
pressões medidas. A melhor configuração encontrada para os nós com pressões conhecidas foi eles separados entre si. O método se 
mostrou simples de ser aplicado e com bons resultados, além de poder ser aplicado com um pequeno número de iterações.

Palavras-chave: Rugosidade absoluta; Calibração do fator de atrito; Epanet2.dll; Disposição dos nós; Pequeno número de 
iterações.
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INTRODUCTION

In a modern society, it is indispensable to use water 
distribution networks to supply the basic needs of  any population, 
quickly, practicality and comfort for the user of  the resource. 
Once  installed, the service life of  a distribution network is 
considered to vary from 20 to 30 years.

Over time, due to the aging of  the pipes, their characteristics, 
as roughness, change, generating difficulties in the analysis, 
operation and maintenance of  the networks. Vasconcelos, Costa 
and Araújo (2015) report that such modifications can significantly 
affect the water distribution mechanism, causing losses of  internal 
pressures, loss of  fluid transport capacity and even leaks. However, 
the difficulty encountered in the analysis of  a distribution network 
isn’t only in the age of  the pipes, but also in the initial estimation 
of  the parameters or in the data provided by the manufacturers. 
Cheng and He (2011) argue that without an appropriate estimation 
of  the parameters, a numerical model can not adequately simulate 
reality, with differences between predicted model and actual systems 
in the field behaviors.

For Dini and Tabesh (2014), due to the complexity of  
water distribution systems and large-scale decision-making in the 
analysis, design, operation and maintenance of  these systems, it is 
increasingly necessary to use computational modeling to understand 
the behavior of  water distribution systems.

Thus, the EPANET computational model (ROSSMAN, 
2000), developed by the American Environmental Protection 
Agency (EPA), is widely used for simulations of  water distribution 
systems in forced conduits. Barroso and Gastaldini (2010), as well 
as Soares and Reis (2004), used this model in their works.

However, Walski (1983) describes that the initial data of  
a distribution network are not perfect, so some values need to 
be calibrated to be in concordance between the model and the 
real. Vassiljev et al. (2015) also understand that the calibration 
of  a computational model is necessary to approach the reality.

The calibration process, or inverse method, aims to update 
calculated computational data in order to approach physical 
data observed. For Solomatine et al. (1999), the objective of  the 
calibration of  any physical model is to find parameters, in a model, 
which are not known a priori.

Some authors have already used calibration in distribution 
network parameters such as flow (WALSKI, 1983), demand 
(BHAVE, 1988) or roughness (ORMSBEE; WOOD, 1986; 
SILVA et al., 2004). Through various methods such as Artificial 
Neural Networks, Genetic Algorithms or Hydraulic Gradient 
Methods (ROCHA et al., 2013).

Kun et al. (2015) explain that the roughness is one of  the 
characteristics of  greater uncertainty in the pipes, it is difficult to 
measure directly in the field, being, therefore, one of  the main 
objectives of  calibration.

The calibration methods are usually iterative or search methods, 
which means that in addition to the computational modeling for 
the hydraulic simulation of  the network, a computational model 
is also necessary to carry out the calibration process.

The objective of  this work is the calculation of  the absolute 
roughness in water distribution networks by calibrating the friction 
factor of  the Darcy-Weisbach equation using as a calibration tool 
a new equation for the Alternative Hydraulic Gradient Iterative 

Method and as Hydraulic simulator the EPANET2 software. 
In addition, the influence of  the number of  pressures data, the 
position of  nodes with known pressures and the initial roughness 
of  the calibration process in the application of  the proposed 
method will be tested.

The calibration will be performed in the sections of  the 
network proposed by Porto (2006) and the network proposed 
by Gambale (2000), an adaptation of  Walski’s (1983) network.

ALTERNATIVE HYDRAULIC GRADIENT 
ITERATIVE METHOD

The Hydraulic Gradient Iterative Method, proposed by Guo 
and Zhang (1994), had its origin in the calibration of  the hydraulic 
transmissivity (or conductivity) of  subterranean aquifers. In this 
case, for the use of  an optimization method in the estimation of  
parameters of  an inverse problem, it is common to use Equation 1 
as the objective function to be minimized.
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f H H
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= −∑  	 (1)

The fobj corresponds to the objective function, HC is the 
calculated hydraulic load, HO is the hydraulic load observed and 
n the number of  points analyzed in the aquifer.

Guo and Zhang (2000) describe the method as an iterative 
numerical procedure that begins with the initial estimation of  the 
hydraulic parameters and improves the estimation according to 
the best condition based on the simulation results of  a model 
with observed data. The iterative process reduces the differences 
between the hydraulic load calculated by the estimate and the 
hydraulic load simulated by the model with observed data.

The authors propose that, for the use of  the cited method, 
the objective function to be minimized is the difference between 
the hydraulic gradients calculated and observed, being presented 
by Equation 2.
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where CH∇  is the calculated hydraulic gradient and OH∇  is the 
observed hydraulic gradient.

Guo and Zhang (2000) showed that the optimal condition 
for the transmissivity parameter occurs when the partial derivative 
(Equation 3) of  the objective function, as a function of  transmissivity, 
approaches zero.
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where T is the transmissivity and j is the index of  the cell. 
Thus, the authors indicate that the parameter to be used 

follows what establishes Equation 4 at each iteration.
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where i is the number of  the iteration and α is the step length.
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In the alternative version of  the method, Schuster and 
Araújo (2004), transformed Equation 3 into Equation 5, expressed 
in finite differences.
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where N is the number of  cells with observed hydraulic load and 
∆x, ∆y are the dimensions of  each cell j. 

In addition, the authors proposed the Equation 6 alternative 
instead of  Equation 4.
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where in each iteration i will be calculated the angle θ formed 
between the vectors of  observed and calculated hydraulic gradients 
in each cell j, as shown in Equation 7.
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For optimization, the angles θj > 60º aren’t considered 
until the calculated transmissivities in the neighboring cells cause 
the angle decrease.

After Schuster and Araújo (2004) developed the method, 
Tavares et al. (2010), Sousa et al. (2012) and Souza and Castro 
(2013) applied it in cases of  underground flow, reason for which 
the method was developed.

Rocha, Castro and Araújo (2009) were the first to adapt 
and apply the method in the calculation of  roughness coefficients 
in water distribution networks. The authors applied the method 
to the calibration of  the Hazen-Williams C coefficient where 
iterations occur using Equation 8, where C is the Hazen-Williams 
roughness coefficient, index i is the number of  the iteration, and 
Index j is the number of  the section.
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The application in distribution networks maintained the 
one established by Schuster and Araújo (2004) regarding the 
calculation of  the angle θ and the objective function, replacing 
only the transmissivity by the coefficient of  roughness. After 
adaptation, this alternative method was also used in calibration 
of  the Hazen-Williams C coefficient in the paper of  Rocha et al. 
(2013).

Pereira and Castro (2013) also applied the method in water 
distribution networks, however, instead of  using the hydraulic 
gradient, they used the chlorine concentration gradient to calibrate 
the chlorine decay KW coefficient on the pipe walls.

In their work, the mentioned authors used Equation 9 for 
the calibration of  the coefficient.
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where CC∇  is the calculated concentration gradient and OC∇  the 
observed concentration gradient. 

The established for the calculation of  the angle θ was 
also maintained and in the objective function only replaced the 
hydraulic gradient by the concentration gradient.

METHODOLOGY

Proposal formulation

As the Alternative Hydraulic Gradient Iterative Method 
was developed for the calibration of  the underground water flow 
transmissivity and, according to the Darcy formula, this parameter 
is inversely proportional to the hydraulic gradient, Equation 6, 
through few iterations, finds a result Satisfactory for transmissivity.

When adapting the method for water distribution networks, 
analyzinghe universal formula of  the load loss (Equation 10), it 
is observed that the friction factor f  is directly proportional to 
the hydraulic gradient.
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where H∇  is the hydraulic gradient, Q is the flow and D the diameter.
Thus, for the calibration of  the friction factor, in this work, 

Equation 11 was proposed for the method for hydraulic simulations 
with load losses calculated through the Darcy-Weisbach equation.
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The criteria for the angle formed between the hydraulic 
gradient vectors and the calculation of  the objective function were 
the same as those proposed and used by Schuster and Araújo 
(2004) and Rocha, Castro and Araújo (2009).

The absolute roughness was calculated for each iteration of  
the calibration of  the friction factor, so new hydraulic simulations 
can be performed. According to Rossman (2000), EPANET2 
uses the Swamie-Jain formula (Equation 12) to calculate the 
friction factor.
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where å  is the absolute roughness and Rey is the Reynolds number. 
Isolating the roughness of  Equation 12, we obtain as 

possibilities Equations 13 or 14.
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The absolute roughness calculated using Equation 13 has 
great magnitude, in the order of  meters or kilometers. The values 
found with the use of  Equation 14 are the expected results, in the 
order of  the thousandths, hundredths or tenths of  millimeters, or 
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even millimeters. Thus, the absolute roughness, as a function of  
the calibrated friction factor, was calculated through Equation 14.

However, throughout the iterative process, for some 
values of  friction factor calculated by Equation 11, the absolute 
roughness found has a negative value. For the process not to be 
unfeasible, the roughness found is ruled out and the roughness 
of  the previous iteration is maintained until the neighboring 
sections can change the value of  the friction factor so that a 
positive roughness is found.

For the networks tested in this paper, results with a 
maximum objective function of  0.000000001 were considered, 
thus guaranteeing the actual proximity between the calculated and 
observed hydraulic gradient values.

For the calibration process, two types of  network, observed 
network and calculated network were considered. The first presents 
nodes with known pressures, which generates known or observed 
hydraulic gradient data. The second considers the roughness values 
calculated by the method to generate the calculated hydraulic 
gradient.

In this work, software was developed in Visual Basic 
programming language, with the help of  the Epanet2.dll library, to 
perform the iterative process of  the method, according to Figure 1.

Calibrated water networks

The first network analyzed was the distribution network 
(Figure 2) proposed by Porto (2006). The network has 9 sections 
and 7 nodes. The input physical data (diameter, length, roughness, 
elevations and nodal consumption) of  the network, as well as 
the pressure, flow and hydraulic gradient data obtained through 
the use of  Epanet 2 software (ROSSMAN, 2000) are shown in 
Tables 1 and 2.

The second network analyzed was the distribution network 
(Figure 3) proposed by Walski (1983) and modified by Gambale 
(2000). The network has 10 sections and 7 nodes. The input 
physical data (diameter, length, roughness, elevations and nodal 
consumption) of  the network, as well as the data of  pressure, 
flow and hydraulic gradient obtained through the use of  Epanet 2 
software are presented in Tables 3 and 4.

The simulations performed to obtain the template had a 
water level of  the reservoir 485,8m in the Porto network (2006) 
and 60m in the Walski (1983) - Gambale (2000) network. For both 
networks, diameters and lengths of  the sections, besides nodal 
consumptions, elevations and water level were obtained through 
the original authors of  each network. The roughnesses used in 
the nets were indicated in each section in a random way, in order 
to obtain different values to be found by the calibration process.

The template values for the pressures present in Tables 2 and 4 
were used as pressures observed in the calibrations, since the 
networks are hypothetical and there is no way to obtain field 
measurements.

Accomplished simulations

For both the Porto (2006) network and the Walski (1983) - 
Gambale (2000) network simulations were performed by varying 
the number of  nodes with known pressure data, varying the 

Figure 1. Flow diagram of  the process used.

Figure 2. Porto (2006) network.

Figure 3. Walski (1983) and Gambale (2000) network.
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location of  the nodes with known pressures and varying the initial 
absolute roughness. Sixty simulations were performed, thirty of  
them for each network.

For the influence of  the number of  nodes with known 
pressure data analysis, for each initial absolute roughness, the 
networks were simulated for data known in 7, 6, 5, 4, 3, 2 and 1 node.

To know the importance of  the location of  the nodes that 
should have the measured pressure, simulations were carried out 
with known pressures on 3 close nodes, 3 apart nodes, 2 close 
nodes, 2 apart nodes, 1 node near the reservoir and 1 node away 
from the reservoir.

Finally, to study the relevance of  the initial roughness in 
the iterative process and hydraulic simulations, all simulations were 
made for initial absolute roughness of  0.006 mm in all sections, 
6 mm in all sections and for roughness found through a search 
subroutine that can generate different roughnesses in each section.

The computational subroutine created has the function of  
finding the absolute roughness, in the sections of  the calculated 
network, that generates a calculated hydraulic gradient, for each 
section, as close as possible to the observed hydraulic gradient, 
of  each section of  the observed network. For this, the roughness 
ranges from 0.006 mm to 6 mm, in all sections of  the observed and 
calculated networks, passing through 6 equidistant intermediate 
values. Thus, the roughnesses that generate the closest hydraulic 
gradients, in each section, will be the initial roughness.

Table 5 shows the nodes used as observed pressures for 
each network in each simulation.

RESULTS AND DISCUSSIONS

The results will be presented for the two simulated networks 
to analyze the nodal pressures found, the absolute roughness of  the 
sections of  the networks and the number of  iterations required.

Pressures

For an initial absolute roughness of  0.006 mm and 
considering that there are data of  pressures known in 7, 6, 5, 4, 
3, 2 or 1 nodes, there were no large variations in the pressures 
found by the calibration process in the nodes of  the Porto (2006) 
network, as can be seen in Figure 4. The largest error found in the 
pressure value when compared to the template value was 3.37% and 
occurred at node 5 when there was only 1 known pressure data.

For the Walski (1983) - Gambale (2000) network, considering 
the same conditions, ie initial absolute roughness of  0.006 mm 
and known pressures data in 7, 6, 5, 4, 3, 2 or 1 nodes, the largest 
Error was 0.58% and occurred at node 8 for 2 nodes with known 
data. Figure 5 shows the pressures found in the calibration process 
of  said network.

Table 1. Sections template – Porto (2006) network.

S L (m) D 
(mm)

å  
(mm)

Q 
(L/s)

V 
(m/s)

∇H

0 520 250 0.050 40.00 0.81 0.00232
1 1850 150 0.023 14.33 0.81 0.00407
2 790 125 0.100 8.71 0.71 0.00451
3 700 100 0.010 0.71 0.09 0.00013
4 600 100 0.012 1.29 0.16 0.00038
5 980 100 0.018 6.29 0.80 0.00644
6 850 100 0.024 4.38 0.56 0.00338
7 650 200 0.600 20.67 0.66 0.00302
8 850 200 0.070 25.67 0.82 0.00316

Table 2. Node template – Porto (2006) network.

N Consumption 
(L/s)

Elevation 
(m)

Hydraulics 
Load (m)

Pressure 
(m)

1 0 463.2 484.59 21.39
2 10 460.2 477.07 16.87
3 8 458.9 473.51 14.61
4 5 461.2 473.64 12.44
5 10 457.7 479.95 22.25
6 5 463.2 481.91 18.71
7 2 459.2 473.41 14.21

Table 3. Sections template – Walski (1983) and Gambale (2000) 
network.

S L (m) D 
(mm)

å  
(mm)

Q 
(L/s)

V 
(m/s)

∇H

1 700 500 0.007 207.50 1.06 0.00151
2 1800 250 0.015 27.81 0.57 0.00112
3 1520 400 0.010 104.07 0.83 0.00126
4 1220 300 0.012 75.61 1.07 0.00286
5 600 300 0.700 37.50 0.53 0.00122
6 1220 200 0.100 8.11 0.26 0.00038
7 920 250 0.080 38.11 0.78 0.00221
8 300 150 0.060 3.46 0.20 0.00032
9 600 200 0.900 16.27 0.52 0.00210
10 1220 100 1.000 1.27 0.16 0.00056

Table 4. Node template – Walski (1983) and Gambale (2000) 
network.

N Consumption 
(L/s)

Elevation 
(m)

Hydraulics 
Load (m)

Pressure 
(m)

2 0.0 0 58.95 58.95
3 15.0 0 56.93 56.93
4 62.5 0 57.02 57.02
5 15.0 0 55.67 55.67
6 47.5 0 54.99 54.99
7 30.0 0 55.46 55.46
8 37.5 0 54.72 54.72

Table 5. Nodes with known pressures.

Observed 
pressures

Porto (2006) 
network

Walski (1983) and 
Gambale (2000) 

network
7 nodes 1;2;3;4;5;6;7 2;3;4;5;6;7;8
6 nodes 1;2;3;4;5;6 2;3;5;6;7;8
5 nodes 1;3;4;5;6 2;3;5;7;8
4 nodes 1;3;4;6 2;3;5;7
3 apart nodes 2;4;6 2;5;8
2 apart nodes 3;6 2;5
3 close nodes 3;4;7 2;3;4
2 close nodes 4;7 4;6
1 node near the R 1 2
1 node away from R 4 5
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Table 6 shows the average percentage error found for the 
Porto (2006) network (1) and the Walski (1983) - Gambale (2000) 
network (2) considering the 7 cases of  nodes with known pressures 
and an initial absolute roughness of  0.006 mm.

For each network, the average error for the pressure values 
obtained through the calibration process increases as the number 
of  nodes with known pressures decreases. However, even when 
the pressure value in only one node is known, for the Porto (2006 
network), the mean error was 1.04% and the maximum error did 
not reach 5%. For the Walski (1983) - Gambale (2000) network, 
although the maximum error was found when the network was 
calibrated for known pressures at 2 nodes, the largest average 
error occurred for only 1 node with known pressure.

In Figures 6 and 7 are found the results of  pressures found 
when using, for all the sections of  the two networks, an initial 
value of  absolute roughness equal to 6 mm.

For the initial roughness of  6 mm, it is noticed that the 
pressures found in the iterative calibration process were not as 
good as when 0.006 mm was used.

For the Porto (2006) network, the maximum error reached 
73.82% at node 7 for known pressure at only 1 node. For the 
Walski (1983) - Gambale (2000) network the maximum error was 
lower, being 13.87% at node 8 for 2 nodes with known pressures.

Table 7 shows the average percentage error found for the 
Porto (2006) network (1) and for the Walski (1983) - Gambale 
(2000) network (2) considering the 7 cases of  nodes with known 
pressures and an absolute roughness initial of  6 mm.

For this initial roughness, the average error, for the found 
pressures through the calibration process, doesn’t increase as the 
number of  nodes with known pressures decreases. However, 
when this does not occur there is a small percentage difference.

When using the computational subroutine to find the 
initial roughness that generates greater initial proximity between 
the hydraulic gradients of  the sections of  the calculated and 
observed networks, for the pressure, intermediate errors were 
found when compared to the values found with the use of  the 
initial roughness of  0.006 mm and 6 mm.

The pressures encountered can be seen in Figures 8 and 9.
For the Porto (2006) network, the maximum error reached 

32.23% at node 7 for known pressure at only 1 node. For the 
Walski (1983) - Gambale (2000) network the maximum error was 
lower, being 7.15% in node 8 for 1 node with known pressures.

Table 8 shows the average percentage error found for the 
Porto (2006) network (1) and for the Walski (1983) - Gambale 
(2000) network (2) considering the 7 cases of  nodes with known 
pressures and an absolute roughness calculated by the computational 
subroutine.

The average errors found increased as the number of  nodes 
with known pressures decreased. The highest average error found 
for the Porto (2006) network was 13.30% with known pressure 
in only 1 node. For the Walski (1983) - Gambale (2000) network, 
the largest average error found was 3.40% with known pressure 
at only 1 node.

For the networks Porto (2006) and Walski (1983) - Gambale 
(2000), respectively, Figures 10 and 11 contain the pressures found 
for 3 and 2 nodes with known pressures, these nodes being organized 
in two ways, together, and apart from each other. In addition, they 
show the pressures for 1 node with known pressure, being close 
to the reservoir and away from the reservoir. These simulations 
were performed for initial roughness of  0.006 mm.

Table 9 shows the average percentage error found for the 
Porto (2006) network (1) and the Walski (1983) - Gambale (2000) 
network (2) considering the location of  known pressure data.

As for the location of  nodes with known pressure data, 
when the pressures in apart nodes are known, the results are better 
than when data is available on nodes close to each other. When it 

Figure 4. Found pressures for initial roughness of  0.006 mm - 
Porto (2006) network.

Figure 5. Found pressures for initial roughness of  0.006 mm - 
Walski (1983) and Gambale (2000) network

Table 6. Average percentage error between the real pressures and the calibrated networks pressures - initial roughness of  0.006 mm.

Net Number of  nodes with known pressures
7 6 5 4 3 2 1

1 0.02 0.02 0.18 0.43 0.58 0.61 1.04
2 0.00 0.01 0.03 0.09 0.14 0.19 0.20
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is only possible to know the pressure at 1 node, it is preferable to 
know this pressure at a node farther from the reservoir than to 
measure the pressure near the reservoir.

For both simulated networks, the average error found 
when we had known pressures on 3 nodes together was higher 
than when we had two separate nodes.

Absolute roughness

Tables 10 and 11 show the absolute roughness found by 
the iterative calibration process for the Porto (2006) and Walski 
(1983) - Gambale (2000) networks, respectively, for initial roughness 
of  0.006 mm. In Tables 12 and 13 for initial roughness of  6 mm 

Figure 6. Found pressures for initial roughness of  6 mm - Porto 
(2006) network.

Table 7. Average percentage error between the real pressures and 
the calibrated networks pressures - initial roughness of  6 mm.

Net Number of  nodes with known pressures
7 6 5 4 3 2 1

1 0.00 0.29 0.37 0.80 7.80 5.39 28.14
2 0.02 0.01 0.13 0.30 1.40 6.21 5.87

Figure 7. Found pressures for initial roughness of  6 mm - Walski 
(1983) and Gambale (2000) network.

Figure 8. Found pressures for initial roughness calculated by the 
computational subroutine - Porto (2006) network.

Figure 9. Found pressures for initial roughness calculated by the 
computational subroutine - Walski (1983) and Gambale (2000) 
network.

Table 8. Average percentage error between real and calibrated 
networks - initial roughnesses calculated by the computational 
subroutine.

Net Number of  nodes with known pressures
7 6 5 4 3 2 1

1 0.03 0.14 0.39 0.46 3.44 3.82 13.30
2 0.00 0.01 0.27 0.32 0.66 3.10 3.40

Table 9. Average percentage error between real and calibrated 
networks – initial roughness of  0.006 mm and with data in 
different locations.

Number of  nodes with known pressures
Net 3 C 3 A 2 C 2 A 1 N 1 A

1 0.67 0.58 0.99 0.61 4.85 1.04
2 0.31 0.14 0.19 0.19 0.32 0.20
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and in Tables 14 and 15 for initial roughness calculated by the 
computational subroutine.

As occurred with the calculation of  the pressures, the 
absolute roughness found by the method proposed here was 
also satisfactory.

For the Porto (2006) network, considering an initial 
roughness of  0.006 mm, only section 3 presented high roughness 
values for pressure measurements from 3 nodes. However, for 
Walski (1983) - Gambale (2000) network, for the same initial 
roughness, only section 10, with a real roughness of  1 mm, did 

not reach close values for any simulated condition of  quantity of  
nodes with measured pressures. However, for the other sections, 
the results were satisfactory.

When calibrations were performed with initial roughness 
of  6 mm, unreal absolute roughness values were obtained for 
both networks.

For the initial calculated roughness through the developed 
computational subroutine some roughnesses were found out 
of  the reality, however, many values were close to the template, 
principally for a larger number of  nodes with measured pressures.

Table 10. Absolute roughness (mm) found by the iterative calibration process with initial roughness of  0.006 mm - Porto (2006) network.

Section Template Number of  nodes with known pressures
7 6 5 4 3 C 3 A 2 C 2 A 1 N 1 A

0 0.050 0.053 0.053 0.053 0.053 0.038 0.053 0.035 0.053 0.053 0.035
1 0.023 0.030 0.033 0.055 0.045 0.042 0.045 0.036 0.044 0.006 0.033
2 0.100 0.105 0.108 0.068 0.105 0.113 0.056 0.089 0.110 0.006 0.079
3 0.010 0.372 0.599 0.164 0.006 0.006 6.000 10.498 0.006 0.006 9.929
4 0.012 0.040 0.006 0.006 0.006 0.040 0.006 0.040 1.094 0.006 0.006
5 0.018 0.014 0.012 0.016 0.066 0.077 0.072 0.078 0.052 0.006 0.084
6 0.024 0.003 0.002 0.001 0.048 0.062 0.051 0.048 0.051 0.006 0.042
7 0.600 0.563 0.563 0.533 0.039 0.044 0.039 0.041 0.033 0.006 0.039
8 0.070 0.062 0.060 0.056 0.052 0.031 0.054 0.029 0.052 0.006 0.033

Table 11. Absolute roughness (mm) found by the iterative calibration process with initial roughness of  0.006 mm - Walski (1983) – 
Gambale (2000) network.

Section Template Number of  nodes with known pressures
7 6 5 4 3 C 3 A 2 C 2 A 1 N 1 A

1 0.007 0.006 0.006 0.006 0.006 0.006 0.006 0.012 0.006 0.006 0.024
2 0.015 0.001 0.001 0.001 0.001 0.001 0.077 0.006 0.070 0.006 0.063
3 0.010 0.010 0.014 0.010 0.010 0.010 0.035 0.006 0.030 0.006 0.026
4 0.012 0.019 0.019 0.020 0.020 0.006 0.043 0.019 0.011 0.006 0.010
5 0.700 0.723 0.723 0.723 0.006 0.006 0.188 0.006 0.006 0.006 0.006
6 0.100 0.462 0.462 0.046 0.046 0.006 0.006 0.462 0.129 0.006 0.128
7 0.080 0.066 0.059 0.028 0.028 0.004 0.036 0.075 0.008 0.006 0.006
8 0.060 0.006 0.006 0.050 0.050 0.006 2.232 0.145 3.371 0.006 2.881
9 0.900 0.762 0.791 0.822 0.822 0.006 0.352 0.019 0.414 0.006 0.363
10 1.000 0.006 0.067 0.006 0.006 0.018 0.006 0.229 0.006 0.006 0.006

Figure 10. Found pressures for initial roughness of  0.006 mm 
with different positions of  known data - Porto (2006) network.

Figure 11. Found pressures for initial roughness of  0.006 mm with 
different positions of  known data - Walski (1983) and Gambale 
(2000) network.
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Table 12. Absolute roughness (mm) found by the iterative calibration process with initial roughness of  6 mm - Porto (2006) network.

Section Template Number of  nodes with known pressures
7 6 5 4 3 C 3 A 2 C 2 A 1 N 1 A

0 0.050 0.053 0.053 0.053 0.053 0.038 0.004 0.021 0.035 0.053 0.403
1 0.023 0.000 0.000 0.038 0.003 0.007 0.008 0.080 0.031 6.001 1.264
2 0.100 0.101 0.130 0.110 0.006 0.179 2.272 0.024 0.088 5.999 0.084
3 0.010 0.090 31.215 26.733 1.371 0.076 50.720 0.087 154.785 6.000 5.775
4 0.012 0.002 1.623 2.806 17.752 0.050 51.584 0.004 1.674 6.000 323.577
5 0.018 0.017 0.000 0.007 0.157 0.068 0.001 0.077 0.161 6.000 0.199
6 0.024 0.186 0.277 0.006 0.321 0.064 0.452 0.223 0.158 6.001 2.791
7 0.600 0.704 0.700 0.551 0.185 0.018 0.431 0.026 0.798 6.001 0.069
8 0.070 0.093 0.091 0.058 0.104 0.089 0.122 0.039 0.084 5.999 0.326

Table 13. Absolute roughness (mm) found by the iterative calibration process with initial roughness of  6 mm - Walski (1983) and 
Gambale (2000) network.

Section Template Number of  nodes with known pressures
7 6 5 4 3 C 3 A 2 C 2 A 1 N 1 A

1 0.007 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.114
2 0.015 0.002 0.002 0.007 0.007 0.002 0.020 0.001 0.015 6.001 0.009
3 0.010 0.008 0.020 0.022 0.022 0.001 1.243 0.012 2.441 6.000 0.836
4 0.012 0.023 0.010 0.016 0.016 3.906 0.012 0.101 4.939 5.999 4.315
5 0.700 0.720 0.720 0.720 6.000 6.000 1.270 6.000 6.000 6.000 6.000
6 0.100 0.651 0.066 4.083 4.083 4.701 78.604 0.354 0.172 6.001 0.016
7 0.080 0.039 0.085 0.167 0.167 10.798 1.275 0.002 6.610 6.001 7.397
8 0.060 0.835 0.196 0.465 0.465 0.031 442.429 390.626 437.038 5.999 484.978
9 0.900 1.019 0.885 1.545 1.545 7.510 0.084 0.396 0.002 5.999 0.001
10 1.000 3.858 0.814 364.981 364.981 25.559 87.305 0.015 75.839 6.000 190.835

Table 14. Absolute roughness (mm) found by the iterative calibration process with initial roughness calculated by the computational 
subroutine - Porto (2006) network.

Section Template Number of  nodes with known pressures
7 6 5 4 3 C 3 A 2 C 2 A 1 N 1 A

0 0.050 0.054 0.054 0.054 0.054 0.079 0.036 0.043 0.046 0.054 0.317
1 0.023 0.031 0.030 0.041 0.043 0.021 0.036 0.040 0.036 1.898 0.517
2 0.100 0.103 0.101 0.064 0.113 0.122 0.632 0.042 0.081 1.897 0.039
3 0.010 0.164 4.576 11.155 32.406 0.266 0.288 23.000 119.473 1.898 22.126
4 0.012 0.060 0.950 0.375 0.043 0.060 31.757 0.003 0.389 1.898 100.319
5 0.018 0.017 0.018 0.002 0.001 0.031 0.045 0.063 0.133 1.897 0.001
6 0.024 0.001 0.002 0.144 0.226 0.035 0.060 0.056 0.198 1.898 0.950
7 0.600 0.572 0.572 0.599 0.284 0.034 0.187 0.010 0.402 1.897 0.118
8 0.070 0.063 0.063 0.070 0.064 0.174 0.069 0.070 0.074 1.898 0.273

Table 15. Absolute roughness (mm) found by the iterative calibration process with initial roughness calculated by the computational 
subroutine - Walski (1983) and Gambale (2000) network.

Section Template Number of  nodes with known pressures
7 6 5 4 3 C 3 A 2 C 2 A 1 N 1 A

1 0.007 0.006 0.006 0.006 0.006 0.006 0.006 0.003 0.006 0.006 0.140
2 0.015 0.001 0.001 0.001 0.001 0.001 0.091 0.082 0.003 1.871 0.002
3 0.010 0.006 0.004 0.011 0.011 0.002 0.254 0.001 0.546 1.898 0.507
4 0.012 0.024 0.011 0.021 0.021 1.212 0.032 0.082 1.489 1.898 1.397
5 0.700 0.723 0.723 0.723 1.898 1.898 0.478 1.898 1.898 1.898 1.898
6 0.100 0.778 0.093 16.453 16.453 1.321 28.005 0.122 0.016 1.897 0.417
7 0.080 0.052 0.101 0.476 0.476 3.496 0.506 0.015 2.312 1.898 2.267
8 0.060 0.006 1.608 3.992 3.992 0.006 0.114 39.337 295.718 1.897 548.315
9 0.900 0.764 0.905 1.453 1.453 2.288 0.012 0.232 0.003 1.898 0.003
10 1.000 0.006 0.933 210.251 210.251 6.421 11.091 0.060 24.623 1.898 107.199
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Table 16. Number of  required iterations.

N of  nodes
Inicial Roughness (mm)

Porto (2006) network Walski (1983) – Gambale (2000) network
0.006 6 subr 0.006 6 subr

7 7 12 4 2 3 2
6 4 6 4 4 7 6
5 2 6 4 2 70 31
4 1 4 3 2 70 31

3 C 1 12 12 100 86 100
3 A 2 6 2 2 4 7
2 C 1 23 34 1 8 6
2 A 2 3 3 2 5 8
1 N 1 1 1 1 1 1
1 A 2 39 3 2 25 52

Number of  required iterations

One of  the great advantages of  the proposed method is 
the number of  required iterations to achieve the calibration result.

In the majority of  the simulations, there were a small 
number of  iterations to reach a satisfactory result of  the calibration 
process of  the distribution networks.

In this work, the iterations were performed until the 
desired objective function of  0.000000001 was reached or if  it 
reached 100 iterations.

Only for the Walski (1983) - Gambale (2000) network 
simulations for the configuration of  3 close nodes, the method did 
not reach the desired objective function, reaching 100 iterations.

For initial roughness of  0.006 mm, in the majority of  the 
simulations, it was not necessary more than 2 iterations. Thus, 
even without a computational model, it is possible to perform 
the calibration process proposed in this work with satisfactory 
results only with the aid of  a hydraulic simulator and spreadsheets.

Table 16 shows the number of  required iterations to find the 
calibration result through the method with the proposed equation.

CONCLUSIONS
The calculation of  the pressures for both simulated 

networks, using Equation 11 for the calibration of  the friction 
factor using an initial absolute roughness equal to 0.006 mm, 
presented satisfactory results, with errors less than 5%. As used 
in the usual PVC roughness value, it is noted that using the actual 
values of  the new material for initial roughness is a good choice. 
For this initial roughness value, good roughness values were found 
after the calibration process.

Through the simulations mentioned, how higher the number 
of  known pressure data, closer the reality will be to the result.

However, when the simulations were made using the 
initial roughness values of  6 mm, it was observed that for both 
networks with known pressure data at 3 nodes or less, we saw 
pressure errors higher than 5% and absolute roughness out of  
reality. Thus, it is recommended that a very high roughness not 
be used as the initial roughness of  the calibration process.

The computational subroutine, developed for the calculation 
of  the initial roughness to be used in the iterative calibration 
process, did not find the best results but found satisfactory results, 

with small differences between the calculated network and the 
template, but with an excellent relation between the network 
Observed and calculated. Thus, it is concluded that the developed 
computational subroutine is a great tool to be used when it wasn’t 
known about the material of  the existing network or, even, about 
a high age of  the network.

Through the simulations carried out with known pressures 
in nodes located in different positions it was possible to perceive 
that the place where the pressure must be measured may be even 
more important than the number of  measured pressures. This 
shows the importance of  carrying out a previous study to choose 
the nodes to have the measured pressure before the calibration 
of  a distribution network.

Because it is a method that generally requires few iterations 
to find a satisfactory result and uses an easily applied equation, 
this method can be considered simple to apply.
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