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ABSTRACT
The mechanical properties of magnesium alloy in different molding stages are very important factors to 
determine its application approaches in engineering. In order to ensure the prediction accuracy of mechanical 
properties, a TCMSSA-ELM model, which is a hybrid of the sparrow search algorithm (SSA) optimized by the 
tent chaotic mapping (TCM) algorithm and the extreme learning machine (ELM), is proposed in this study, and 
the stresses of AZ80 magnesium alloy are predicted by the model through a 812-record dataset. The predicting 
results indicate that TCMSSA improves the accuracy of ELM model. Compared with ELM model, the data 
points formed by experimental values of stress and the predicted ones by TCMSSA-ELM model are closer to 
the ideal 45° line, the average determination coefficient rises by 1.43%, and the average root mean squared error 
(RMSE) decreases by nearly 61.96%, implying that TCMSSA-ELM model accurately reflects the influence 
rule of thermodynamic parameters on stress. The novelty of this study is that TCM is used to optimize the 
population initialization of SSA, which enables SSA to have a higher global search ability, and thus optimizes 
the weight and threshold selection of ELM, then making TCMSSA-ELM have higher prediction accuracy than 
other improved ELM models.
Keywords: Sparrow search algorithm; Extreme learning machine; TCMSSA-ELM model; AZ80 magnesium 
alloy; Mechanical property prediction.

1. INTRODUCTION
Magnesium alloy is one of the lightest structural materials in the manufacturing industry [1, 2]. It demonstrates 
such advantages as high specific stiffness, environmental protection, easy recycling, and also shows good 
electromagnetic shielding characteristics and shock absorption performance [3–5], which makes it widely 
applicable in various fields like aviation, aerospace, automobile and medicine [6, 7]. Classed as the high-
strength Mg-Al-Zn wrought magnesium alloys, AZ80 magnesium alloy possesses outstanding mechanical 
properties such as strong oxidation resistance [8] and excellent welding performance [9, 10]. In recent years, 
there have been many studies focusing on AZ80 magnesium alloy to explore its performance, manufacture 
and application in large-scale support beams, intimate consumer electronic frame materials, and biodegradable 
medicinal materials [11–14].

However, there is a high complexity in the fluidity of materials during hot deformation. In the past, 
traditional constitutive models were often built to study the mechanical properties of magnesium alloys [15]. 
In order to predict the flow behavior given different degrees of deformation, JAMIN et al. [16] used Johnson-
Cook and Zerilli-Armstrong constitutive model to predict the flow-stress behaviour of AZ31B alloy under the 
temperature from 200–350 degrees C and the strain rates from 0.001–0.1s–1. SAHOO and PANIGRAHI [17] 
calculated the activation energy to reveal the mechanism behind the hot deformation behavior of magnesium 
matrix materials based on the constitutive model of all material conditions. MOTALLEBI et al. [18] 
introduced and analyzed the constitutive equations for heat flow stress modeling and prediction, including the 
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phenomenological model of Johnson-Cook model and Fields-Backofen model. NEEHU et al. [19] adopted 
the Arrhenius model of strain compensation to investigate the hot deformation behavior of Mg-8Zn-4Y at the 
temperature of 523K–673K and the strain rate of 0.001s–1 – 0.3s–1. In fact, when the traditional constitutive 
equation is used to examine the properties of magnesium alloys, it is often disadvantaged by the inadequate 
accuracy of prediction and the inability to accurately reflect the hot deformation behavior of magnesium alloys 
at different strain rates.

The stress prediction model of magnesium alloy established using intelligent algorithms not only 
effectively assesses the mechanical properties of the alloy during the hot deformation process, but also 
exhibits enhanced flexibility and adaptability when compared to traditional methods. Therefore, the use of 
various novel intelligent algorithms to develop stress prediction models for magnesium alloy is increasingly 
gaining recognition. In the last two years, relevant researches have included: LIU et al. [20] predicted the 
hot deformation behaviour of Mg-2Nd alloy by utilizing the Arrhenius model and support vector regression 
(SVR) method, based on a hot compression test of Mg-2Nd alloy under the conditions of 150–300 degrees 
C and the strain rate of 0.001–1s–1. By comparing the prediction results, they found that the SVR model 
shows better accuracy in predicting rheological stress of Mg-2Nd alloy than the Arrhenius model. After 
that, for the sake of identifying the optimal processing window of Mg-3Dy alloy, LIU’s et al. team [21] used 
the particle swarm optimization (PSO) algorithm to optimize SVR this time, then predicted the flow-stress 
of Mg-3Dy alloy under deformation parameters of 380–470 degrees C and the strain rates of 0.001–1s–1, the 
accuracy of PSO-SVR model was proved to be good. GAIROLA et al. [22] researched the hot deformation 
behaviour of AlSi10Mg alloy over a range of 150–300 degrees C, 0.01–1s–1, and predicted its flow-stress by 
a series of constitutive models and ANN. Among these models, ANN showed the highest accuracy. NING 
et al. [23] proposed an artificial neural network (ANN) model optimized by Northern Goshawk (NGO) 
algorithm to research the hot deformation rule of AZ42 alloy at a temperature scope of 250–400 degrees C 
and the strain rates of 0.001–1s–1. The results proved that the NGO-ANN model established has satisfactory 
accuracy, and NING’s team obtained the optimal process domain where the mechanical properties of AZ42 
alloy are best. In addition, the prediction of the hot deformation behavior of magnesium alloys is also very 
helpful for the development of new materials. For example, THAMARAI SELVAN and PALANI [24] tried 
to use ANN to predict the mechanical properties of AZ31 alloy with compositions of various metals like 
Al, Zn, Mn and Ca, with different proportions. Through this way, they wanted to find the best proportioning 
scheme to make the alloy suitable for orthopedic surgery, and can meet the mechanical properties and 
biocompatibility at the same time. Summary information on the application of ML methods in the related 
studies is listed in Table 1.

Table 1: Performance summary of published ML models used to predict the mechanical properties of magnesium alloy.

MODEL DATA DESCRIPTION PERFORMANCE

PREDICTION 
OBJECT

AUTHORS TECHNIQUES DATASET INPUT VARIABLES ERROR

Mg-2Nd alloy Liu, et al., 
(2024)

SVR — temperature, strain rate, 
strain of the alloy

R2 = 0.99975
MSE = 0.9375

Mg-3Dy alloy Liu, et al., 
(2024)

PSO-SVR 1104 data 
points

temperature, strain rate, 
strain of the alloy

R2 = 0.99982
MSE = 0.074

AlSi10Mg Gairola  
et al., (2024)

ANN 632 data 
points

temperature, strain rate, 
strain of the alloy

R2 = 0.999
AARE = 0.5%
RMSE = 2.51

Mg42 alloy Ning et al., 
(2023)

NGO-ANN 1010 data 
points

number of neurons, 
threshold of neurons, weight 

factor, population size, 
maximum iteration limit

R2 = 0.991
MAPE = 3.51%
RMSE = 2.73

AZ31 Thamarai 
and Palani, 

(2023)

ANN — number of neurons, 
threshold of neurons, weight 

factor, yield strength  
of alloy

R2 = 0.983
RMSE = 6.73
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The review of the relevant studies in the past few years can reveal that most of the studies on mechanical 
properties of magnesium alloy during hot deformation process prefer to use ANN technique, while no researchers 
have previously applied extreme learning machine (ELM) in this field. Compared with a single-layer ANN, 
ELM with a single hidden layer learning parameters (weights and thresholds) has a significant advantage that it 
does not need subsequent iterations to obtain the optimal value of it [25]. Therefore, a powerful ELM technique 
which optimizes ELM by tent chaotic map-sparrow search algorithm (TCMSSA) is introduced in this study. 
Among the novelties of the technique is that it tactfully avoids some shortcomings of traditional ELM like 
randomness in the selection of weights and thresholds [26], by combining optimization algorithms to enhance 
its prediction accuracy. In order to eliminate the weaknesses of ELM, in this study, an improved sparrow search 
algorithm (SSA) optimized by tent chaotic map (TCM) for the initial population is configured. This hybrid 
algorithm has stronger global optimization ability than traditional SSA and can optimize the selection of weights 
and thresholds of ELM to avoid it falling into local minimum and failing to reach global minimum in this work, 
thus improving its robustness. The prediction results show that the accuracy of the proposed method in this 
study (average value of RMSE = 1.0833, average value of R2 = 0.99913) is higher than that of ANN models, and 
compared with particle swarm optimization (PSO) and genetic algorithm (GA), TCMSSA algorithm is more 
suitable for optimizing ELM model, which greatly improves its prediction performance. The method in this 
study contributes a new optimization strategy to the prediction as to mechanical properties of AZ80 magnesium 
alloy in each molding stage.

2. SSA IMPROVEMENT PRINCIPLE AND ELM MODEL OPTIMIZATION

2.1. SSA principle
The SSA is a new intelligent optimization algorithm put forward by XUE and SHEN [27], and the mathematical 
model is established by analyzing the predatory and avoidance behaviors of the sparrow population.

To simulate the process of sparrows searching for food, the sparrow population is first initialized and 
defined as
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in equation (1):
n — the total number of sparrows in this population;
d — the dimension of variables to be optimized;
xd
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in equation (2), f denotes the fitness. In the search process conducted by SSA, the sparrow individuals who find 
the food first have higher fitness. The followers indicate the direction of foraging under the guidance of the 
discoverers. Therefore, the scope of food search by the discoverers is wider compared to that of the followers.

During each iteration, there is change to the location information of the discoverers. The location update 
can be written as
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in equation (3):
m — the number of current iterations;
X i,j

m+1 — the value of the j-th dimension of the i-th sparrow in the m + 1 iteration and j = 1,2,3, ..., d;
α — α ∈ 0, 1, indicates a random number;
itermax — the maximum number of iterations;
R — R ∈ 0, 1, refers to the warning value;
ST — ST ∈ 0, 1, represents the safety value;
Q — a random number subject to normal distribution;
L — a matrix of 1 × d, where each element is 1.
when R < ST, the area where the sparrow is located is safe, and the finders can conduct an extensive 

search for food. When R ≥ ST, some sparrows detect predators and issue an alert to other sparrows. Then, all the 
sparrows in the population fly to a safe area for feeding.

For the followers, once the discoverers find good food sources, they will know and fly to the nearby area 
for food. The equation for updating the location of followers can be expressed as
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in equation (4):
Xp — the optimal position of the discoverers;
Xworst — the worst position of the current population;
A+ — A+ = AT(AAT)–1 , A refers to a matrix of 1 × d, where each element is randomly assigned to 1 or –1.
when i > n/2, the first follower with a low fitness has no access to food.
In the SSA, the location-updating equation of the watchers is defined as
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in equation (5):
Xbest — the current global optimal position;
β — a step control parameter, which is a random number subject to the standard normal distribution;
K — K ∈ [–1, 1], is a random number which represents the control factor of the movement direction and 

the step size;
fi — the fitness of current sparrow individual;
fg and fw — the best fitness and the worst fitness;
fw — the worst fitness;
ε — a small constant needed to avoid zero denominator.

2.2. TCM algorithm
Before the iteration of the basic SSA, the randomly generated sparrow population is subjected to the 
limitation of uneven regional distribution and relatively single population. Consequently, the search efficiency  
decreases in the iteration process. The TCM algorithm, as a piecewise linear two-dimensional chaotic 
mapping, offers advantages such as a uniform distribution function and strong correlation [28]. Herein, TCM 
is expressed as [29]
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in equation (6):
Ht — the chaotic mapping value at time t;
η — the chaos coefficient.
within the value range of TCM parameters, the nonlinear system is in a chaotic state and it is characterized 

by uncertainty, uniqueness and unpredictability. Besides, the state of the sparrow population can not be repeated 
within a certain range.

As shown in Figure 1, the blue circle and the red triangle represent the initial values generated by the 
chaotic model and the random number, respectively. Although the random number has a set of values in the 
elliptical box, there is barely any value in the rectangular box. For this reason, TCM algorithm is adopted as 
replacement for the initialization of random number. In addition to maintaining the diversity and the coverage 
of the population, TCM algorithm also separates the algorithm from the local optimal value and improves  
the capability of global search [30]. In this work, chaos initialization model is applied to update the discoverers, 
the followers and the watchers.

2.3. Extreme learning machine
The ELM model was proposed by HUANG et al. [31], is a single hidden layer feed forward neural network 
algorithm that primarily utilizes the generalized inverse theory of matrices. ELM is one of the fastest neural 

Figure 1: Initialized comparison between TCM algorithm and random number.
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networks with less learning time, higher accuracy and stronger generalizability [32]. Since its introduction, it 
has been widely used to solve various problems such as classification, clustering and regression [33].

The fundamental structure of ELM consists of three layers, which are respectively input layer, hidden 
layer and output layer. Distinct from the BP neural network algorithm, ELM does not require iterative 
adjustments of connection weights w and thresholds b in the hidden and input layers. Since they can be set 
randomly, computational load of ELM can be reduced by half. Meanwhile, the connection weight between 
the output layer and the hidden one is needless to be updated through iteration, which further enhances 
the generalization performance of the model and significantly improves the optimization speed. Compared 
with other traditional algorithms, the ELM model shows such advantages as a better capability of function 
approximation and fewer setting parameters, which has attracted attention from many scholars for research 
[34–37]. The ELM neural network is illustrated in Figure 2.

Figure 2: ELM neural network.

in Figure 2:
x1~xn — the node of input neuron;
ω11~ωnk — the weight between the input layer and the hidden one;
g(x) — the activation function;
b1~bL — the hidden layer node threshold;
β11~βnk — the weight between the hidden layer and the output one;
y1~ym — the output of the ELM neural network.

2.4. TCMSSA-ELM model
The detailed optimization flowchart of TCMSSA-ELM model is illustrated in Figure 3. Despite ELM has 
considerable advantages, it still suffers a problem that cannot be ignored. When ELM model is utilized for 
predicting the mechanical properties of AZ80 magnesium alloy with a constant number of training sets, the 
primary factors impacting the prediction accuracy are the two parameters which are input layer connection 
weight w and the hidden layer threshold b. Typically, these parameters are randomly generated by the algorithm 
or manually debugged by the operator, so it is quite possible that they are not optimal during training, which may 
lead to issues such as reduced prediction accuracy, sluggish convergence, and the potential occurrence of “over 
fitting” [38, 39]. If a large number of hidden layer neurons are set in the training process for pursuing higher 
prediction accuracy, it often leads to many redundant neurons in the hidden layer, which will negatively affect 
the accuracy of the model on the contrary [25, 37].
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Figure 3: The optimization process of TCMSSA-ELM model.

In view of this, TCMSSA can be obtained from the SSA optimized by TCM algorithm, and it is applied 
to optimize the weights and thresholds of ELM, thus the TCMSSA-ELM model is constructed, which addresses 
the downsides of ELM in practical application. In the TCMSSA-ELM model, the input layer reflected by each 
sparrow in the population is used to connect the weight w and the hidden layer threshold b. Additionally, the 
TCM algorithm is introduced to update the positions of the discoverers, the joiners and the watchers in the 
sparrow population. In this way, the population ergodicity of sparrows is improved.

3. APPLICATION AND ACCURACY EVALUATION OF TCMSSA-ELM MODEL

3.1. Stress strain data
The mechanical properties of AZ80 magnesium alloy are predicted in this work, and its chemical composition is 
listed in Table 2. Figure 4 shows the true stress-strain test curves of AZ80 magnesium alloy in literature [40] at 
different strain rates. There are 812 points on the stress-strain curves selected from 16 stress curves of Figure 4. 
The points on the 16 stress curves are divided into 16 groups. There are four lines under each strain rate, and at 
a specific strain rate, 2/3 of each group is used as the training set, and the others are taken as the test set.
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3.2. Optimization algorithms for comparison
PSO and GA are reliable optimization techniques commonly used in various studies. In order to demonstrate the 
superiority of the proposed TCMSSA-ELM model in predicting the mechanical properties of magnesium alloys, 
PSO and GA are also employed to optimize ELM respectively, and the prediction results of ELM, PSO-ELM, 
GA-ELM and TCMSSA-ELM based on the same training dataset are compared.

PSO is a population-based stochastic optimization technique, initially introduced by Kennedy and 
Eberhart in 1995. In PSO algorithm, particles in the population, representing the potential solutions, have their 
own position and velocity characteristics, they collaboratively and iteratively explore the search space. During 
this process, two key attributes, the local best position and the global best position, guide the adjustment of each 
particle’s position and evaluate its velocity, then particles gradually gather toward the best-known positions of 
the population in search of an optimal solution to the given problem [41]. Generally, PSO has the advantages 
of simplicity, it is often used to solve some complex optimization problems with fast convergence. However, it 
also has some defects such as it is easy to fall into local optimal and suffer premature convergence when dealing 
with large-scale problems [42].

GA is an evolutionary algorithm with satisfactory robustness and easily application. It can identify high 
performance solutions in each of its iterations and this will help find better solutions for the next iteration. 
Compared with other classic optimization algorithms, GA is known for its superior parallel processing 
capabilities. Nevertheless, poor adaptability has always been the main problem of it [43].

Table 2: Chemical composition of AZ80 magnesium alloy (wt%).

Al Zn Mn Si Fe Ni Cu Mg
8.360 0.524 0.385 0.076 0.005 0.006 0.003 Bal.

Figure 4: True stress-strain curves of AZ80 magnesium alloy at different stress rates: (a) ε̇  = 0.001s–1, (b) ε̇  = 0.01s–1,  
(c) ε̇  = 0.1s–1 and (d) ε̇  = 1s–1.
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3.3. Model parameter setting
In order to assess the effectiveness and accuracy of the TCMSSA-ELM prediction model, the data from training 
set shown in Figure 4 are inputted into the model for training according to the process illustrated in Figure 3. 
After repeated calculations, it is concluded that 55 is the number of hidden layers, that leading to the minimum 
training error of the ELM model. The number of training times is set to 3000, the target error is set to 0.0001, 
and the initial population size is 20. In the sparrow population, 70% are discoverers, 20% are watchers with an 
alert value of 0.6, and the others are joiners. The control parameters of the established TCMSSA-ELM model are 
presented in Table 3 and that of the PSO-ELM and GA-ELM models used for comparison are listed in Table 4.

3.4. Stress prediction and comparative analysis of magnesium alloys
After stress prediction under different strain rates, the mean absolute percentage error (MAPE) is treated as the 
index of prediction accuracy evaluation for these models. It is often used to evaluate the errors between the  
predicted values and the actual ones, the smaller the value of MAPE (general requirement is less than 10%),  
the more accurate the prediction model. The calculation formula of MAPE is shown below:

1

1 ( ) =  100%N i i
i

i

y ytested predictedMAPE yN tested=

 −
× 

  
∑  (7)

Table 3: The control parameters of TCMSSA-ELM.

TCM SSA ELM
CONTROL 

PARAMETERS
VALUE CONTROL  

PARAMETERS
VALUE CONTROL 

PARAMETERS
VALUE

Initial point 0.7 Max number of iterations 3000 Number of hidden 
layers

55

Max number of 
iterations

3000 Initial population 20 Transfer function Sigmoidal 
function

Proportion of discoverers 0.7 Type Regression
Proportion of watchers 0.2

Alert value 0.6
Proportion of joiners 0.1

Table 4: The control parameters of PSO-ELM and GA-ELM.

PSO GA ELM
CONTROL 

PARAMETER
VALUE CONTROL 

PARAMETER
VALUE CONTROL 

PARAMETER
VALUE

Maximum number 
of iterations

3000 Maximum number of 
iterations

3000 Number of 
hidden layers

55

Swarm size 20 Population 20 Transfer 
function

Sigmoidal 
function

Accelerated 
constant 1

2 Mutation rate 0.01 Type Regression

Accelerated 
constant 2

2 Crossover rate 0.99

Weight 0.8
Max velocity 1
Min velocity –1

Var Max 5
Var Min –5
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in equation (7):
N — the number of samples;
ytestedi

 — the stresses of AZ80 obtained from the experiment;
ypredictedi

 — the stresses of AZ80 predicted.
The average MAPE values of four prediction models at all strain rates are listed in Table 5, and the 

corresponding MAPE curves at different strain rates are plotted in Figure 5. It can be seen clearly that all four 
models show high accuracy in predicting the mechanical properties of magnesium alloys, with MAPEs less 
than 10%. Among them, the original ELM demonstrates the worst accuracy and is far inferior to the other 
three optimized ELM models, the average MAPEs of GA-ELM, PSO-ELM and TCMSSA-ELM models are 
respectively 72.12%, 64.92% and 87.04% lower than that of ELM model (as shown in Table 5), this proves that 
the three optimization algorithms used in this study are indeed effective in improving the performance of ELM.

In addition, it is also obvious that the predictive performance of the four models is ranked as: TCMSSA-
ELM > GA-ELM > PSO-ELM > ELM, and TCMSSA-ELM model apparently has the most advantages in 
predicting the mechanical properties of AZ80 magnesium alloy over PSO-ELM and GA-ELM due to the lowest 
MAPE values, which proves that TCMSSA algorithm has stronger ability to optimize ELM’s weights and 
thresholds compared with PSO and GA algorithms.

Subsequently, in order to show the optimization amplitude of TCMSSA algorithm for ELM more 
intuitively, ELM and TCMSSA-ELM models are respectively used to predict the test set of stress σ of AZ80 
magnesium alloy at each strain rate and the fitting curves based on ELM and TCMSSA-ELM models are 
drawn, as shown in Figure 6. To facilitate comparative analysis, the experimental values of the test set are also 

Figure 5: MAPEs of four prediction models at different strain rates.

Table 5: Average MAPEs of four prediction models at all strain rates.

ELM PSO-ELM GA-ELM TCMSSA-ELM
AVERAGE MAPE 5.9317% 2.0448% 1.8506% 1.0367%

COMPARED WITH ELM — ↓ 64.92% ↓ 72.12% ↓ 87.04%
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visualized in Figure 6. It is not difficult to find that although the fitting curves of ELM can generally conform to 
the variation rule of the experimental values, the prediction accuracy is still insufficient especially at low strain 
rates like and ε̇  = 0.001s–1 and ε̇  = 0.01s–1, the deviation between fitting curves and the experimental values is 
very noticeable. Different from original ELM, regardless of the temperatures and the strain rates, the fitting 
curves of TCMSSA-ELM prediction model can reflect the varying trend in the true stress of magnesium alloy 
with strain precisely, which is manifested in that the experimental points basically fall onto the fitting curves of 
TCMSSA-ELM.

Take the experimental value as the abscissa one and the predicted value of ELM model as the ordinate 
one at different strain rates, as well as TCMSSA-ELM model, and the resulting points are plotted in Figure 7 
and compared with the ideal 45° line. Apparently, ELM has a higher degree of data point dispersion, and the dis-
persion gradually increases with the decrease of strain rates. In contrast, the points from TCMSSA-ELM model 
better approach to the ideal 45° line at each strain rate.

Then analyzing the prediction results from the Angle of numerical differences, the coefficient of determi-
nation R2 is chosen as one of the evaluation indicators because it is often used to evaluate the goodness of fit of 
regression models,. the closer the value of  R2 is to 1, the higher the goodness of fit, the evaluation results can be 
displayed more intuitively. Another indicator is the root mean square error (RMSE), it is sensitive to data outliers 
and easy to calculate. The relevant equations are expressed below:

2
2 1

2

1
1

( )
 = 1  

N
predicted testedi i i

N
N testedi i

predictedi i

y y
R

y
y

N

=

=
=

−
−

 
 −
 
 

∑
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 (8)

( )2

1

1 =   N
tested predictedi ii

RMSE y y
N =

−∑  (9)

Figure 6: Predicted curves of two models (a) ε̇  = 0.001s–1, (b) ε̇  = 0.01s–1, (c) ε̇  = 0.1s–1 and (d) ε̇  = 1s–1.
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in equation (8) and (9), the meaning of parameters is consistent with that of equation (7). According to the 
calculation results, the values of R2 and RMSE of ELM and TCMSSA-ELM at different strain rates are listed in 
Table 6 and drawn as Figure 8 for easy comparison.

By observing Figure 8, it can be found that TCMSSA-ELM’s values of R2 at all strain rates are extremely 
close to 1, indicating that the model’s goodness of fit is satisfactory, while ELM is obviously inferior to 
TCMSSA-ELM especially under the condition of low strain rate. In the comparison of RMSE, the two models 
exhibit a more striking gap. Based on the rule that the smaller the RMSE, the higher the model accuracy, 
apparently the RMSE-values of TCMSSA-ELM are merely 1/4 or 1/3 of that of ELM at most strain rates, and 
the difference between the two is not that significant only when ε̇  = 1s–1. According to Table 6, the average 

Figure 7. Correlation between predicted values and experimental ones (a) ε̇  = 0.001s–1, (b) ε̇  = 0.01s–1, (c) ε̇  = 0.1s–1 and  
(d) ε̇  = 1s–1.

Table 6: R2 and RMSE of ELM and TCMSSA-ELM at different strain rates.

STRAIN RATES ε̇ε̇

0.001s–1 0.01s–1 0.1s–1 1s–1 AVERAGE VALUE

R2
ELM 0.9764 0.98445 0.9891 0.99013 0.98502

R2
TCMSSA–ELM 0.99881 0.99932 0.99956 0.99883 0.99913

RMSEELM 4.2865 2.9037 2.2261 1.9743 2.8477

RMSETCMSSA–ELM 0.9936 0.8603 0.8139 1.6653 1.0833
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Figure 8. Comparisons between ELM and TCMSSA-ELM in R2 and RMSE at different strain rates.

Figure 9. Comparison between TCMSSA and other related research methods in recent years.

value of R2
TCMSSA–ELM is 0.99913, which is 1.43% higher than that of R2

ELM. At the same time, the average value of 
RMSE of TCMSSA-ELM model is 1.0833, which is 61.96% lower in comparison to that of ELM model. All of 
these comparison results from Table 6 and Figure 8 can once again suggest an evident improvement of ELM’s 
performance based on the optimization of TCMSSA algorithm.

Finally, TCMSSA-ELM model proposed in this study is compared with the methods used in other relevant 
studies in the past two years [20–24], values of R2 and RMSE are still used as evaluation indicators (some studies 
only provided MSE values, so let: RMSE = √MSE), and the comparison results are plotted in Figure 9. As can 
be seen from Figure 9, performance of TCMSSA-ELM on magnesium alloy’s stress prediction is significant 
stronger than that of ANN, and almost equivalent to SVR models. Considering that ELM has the advantage of 
faster processing speed with data, TCMSSA-ELM model is very competitive in the field of magnesium alloy 
property prediction.
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4. LIMITATIONS AND FUTURE RESEARCH PROSPECTS
This study highlights the practical value of TCMSSA-ELM model. However, the method proposed indeed has 
some limitations as follows:

1.  The trained TCMSSA-ELM model can only predict the stress change during the process of magnesium alloy 
hot deformation temporarily.

2.  Due to limited resources, there exists temporary difficulties to validate whether TCMSSA-ELM model is also 
applicable to different magnesium alloys through other datasets.

Therefore, future studies are required to consider collecting more hot compression test datasets cover-
ing various kinds of magnesium alloys to further verify whether TCMSSA-ELM is equally applicable to all 
magnesium alloys. This will become the top priority of future work. Moreover, future studies may also include 
the exploration of TCMSSA-ELM’s application in predicting other properties of magnesium alloys, such as 
corrosion resistance and wear properties, as well as the research of some new magnesium alloys by adjusting 
the original material ratios with the help of the intelligent algorithm prediction model established in this study 
and necessary experiments.

5. CONCLUSIONS
In this work, TCMSSA model was used for the mechanical property prediction of AZ80 magnesium alloy 
during hot deformation process based on a hot compression test with temperature range of 523K – 673K and 
strain rate range of 0.001s–1–1s–1. To create ML modes, 2/3 of the dataset was set as a training set and the rest 
as a test set.

TCMSSA model established in this study is a novel ML algorithm that has distinct advantages over the 
other artificial neural network algorithms. First, it has some positive characteristics like good performance, 
high accuracy and simple algorithm learning derived from ELM algorithm. Moreover, by utilizing TCMSSA 
algorithm to optimize ELM, some original defects of ELM such as randomness in the selection of weights 
and thresholds are eliminated, which further strengthens the robustness of ELM. These advantages distinguish 
TCMSSA model from other ML models.

In order to verify the superiority of TCMSSA, the prediction results are compared with those of ELM, 
GA-ELM and PSO-ELM models. The main conclusions are as follows:

1. The prediction accuracy of ELM model is not satisfactory especially under the condition of low strain rates, 
and the lower the strain rate, the lower the prediction accuracy of ELM.

2. TCMSSA-ELM model exhibits a high precision in predicting the mechanical properties of AZ80 magnesium 
alloy, with a low average value of MAPE of 1.0367% and RMSE of 1.0833. Average value of R2 is 0.99913, 
which is very close to 1. In terms of numerical errors, the prediction performance of TCMSSA-ELM is better 
than that of ANN models.

3. For the prediction of flow stress of AZ80 magnesium alloy at various temperatures and strain rates, the errors 
of ELM, PSO-ELM, GA-ELM and TCMSSA-ELM models decrease in sequence. Compared with the MAPE 
5.9317% of ELM model used to predict the magnesium alloy stress, those of PSO-ELM and GA-ELM 
models are 2.0448% and 1.8506%, respectively, reducing by 72.12% and 64.92%, while that of TCMSSA-
ELM model is only 1.0367%, reducing by 87.04%, indicating that TCMSSA algorithm presents better model 
optimization performance than PSO and GA algorithms.

4. The average value of R2 and RMSE of TCMSSA-ELM are respectively increased by 1.43% and decreased 
by 61.96% in contrast to ELM model, as well as the data points formed by predicted values and experimental 
ones are closer to the ideal 45° line. These means that TCMSSA algorithm indeed helps ELM improve its 
prediction performance, and better reflect the relationship between stress and strain of AZ80 magnesium 
alloy at each strain rate and temperature ultimately.

The above conclusions are sufficient to prove that TCMSSA model has good feasibility in predicting the 
mechanical properties of magnesium alloys.
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